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Editorial

The onset of a new decade – the 2020s – allows us to refocus Intellectual Economics 
towards continuing the traditions of MRU by paying special attention to the social, eco-
nomic, and jurisprudential aspects of innovation. It is an honor to remember that, in the 
past few years, MRU has consistently been evaluated in the top 200–250 of the QS World 
University Rankings by Subject. This issue of Intellectual Economics is also published in a 
renewed OJS, which will be more useful within the contemporary editing process.  

Several of the studies presented in this issue of Intellectual Economics are intercon-
nected with direct aspects of human capital – including the training of professional com-
petencies, modern educational technologies, and increasing innovation. Of these, K. Ket-
ners and M. Petersone’s article opens by providing introductory suggestions concerning 
sustainable human resources used within the EU Customs Competency Framework. 
A. Rauf, A. Rehman, and G. Y. Khan analyze skill mismatch as an important factor in di-
minishing the efficiency of human capital on economic growth. In particular, the lag be-
tween receiving qualifications and starting an appropriate job is considered as one of the 
main parameters of university rankings that evaluate their competitiveness. W. Adikara 
and B. W. Soetjipto concern their research with the impacts of psychological capital and 
job crafting on innovative behavior within the public sector, and suggest that their con-
clusions might help to enhance public sector services and the process of leader-member 
exchange. Interesting sociometric aspects of the institutional transformation of digital 
values form the research objects of I. Malyi, N. Gavkalova et al., and their results might be 
useful for the development of modern regional youth policy. K. Nurasheva et al. attempt 
to cover some comparative aspects of competitiveness between Central Asian countries, 
including an exploration of their perspectives and the stages of their cooperation.

However, most of the articles in our portfolio are dedicated to the practice of finan-
cial administration in developing countries such as Kazakhstan, Ukraine, and Pakistan. 
In this issue, some empirical evidence of the negative impact of financial development 
on the risk-taking of banks by lowering their equity ratios are characterized by F. Abas. 
The options for accounting for the costs of industrial innovation are reviewed by V. Hyk 
et al. in order to provide suggestions for the more effective management of enterprises. 
The prospects for the investment of financial institutions in innovation are studied by 
G.  Kalkabayeva et al. A. T. Okanova and her colleagues from universities across Ka-
zakhstan consider the measurement of income tax assessments, using the building sec-
tor as an experimental basis. This issue is rounded off by the interesting methodological 
suggestions of N. Plaskova et al., which detail the margin analysis in management and 
operational profitability, and also consider the pricing of production.

The main suggestion for all future authors or applicants is to appeal to our readers’ 
interest in clear conclusions based on the presented research, paired with suggested sci-
entific and methodical innovations and other recommendations. 

Antanas Buračas

https://www.facebook.com/universityrankings/?__cft__%5b0%5d=AZVb8pGS2Tt1kchFnGHFektM_VeUlepkESRj-CGhB62ezP14RuJHcij4rZOFTdgtF3_0q0n7YAQGywRHbYllD8L1k8kpR7TxvQvz7kOWAsF-pCtiKjfCurMeW5_WWPw9_T8_31uL1chkLXw2M9O-dohC&__tn__=kK-R
https://www.facebook.com/universityrankings/?__cft__%5b0%5d=AZVb8pGS2Tt1kchFnGHFektM_VeUlepkESRj-CGhB62ezP14RuJHcij4rZOFTdgtF3_0q0n7YAQGywRHbYllD8L1k8kpR7TxvQvz7kOWAsF-pCtiKjfCurMeW5_WWPw9_T8_31uL1chkLXw2M9O-dohC&__tn__=kK-R
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Abstract. For customs administrations to function effectively and to uphold European 
Union (EU) values, it is crucial that they work together, with consistent quality standards 
and with the uniform application of regulations and initiatives. This is because different 
approaches and standards in education and training make it difficult to share information 
on best practices and disseminate knowledge and skills between different customs admin-
istrations. The EU Customs Competency Framework (CustCompEU) sets out a consensus 
on the optimal set of knowledge, skills, and behaviours required by customs professionals 
in the EU. However, from the perspective of customs institutions, several practical issues 
arise – chiefly, how to provide their employees with the necessary knowledge and skills in a 
cost effective and efficient way, by investing in customs employee training. This study pro-
vides a flexible methodology for generating competency, which allows employers to system-
atize the requirements for specific customs positions and to connect with the requirements 
of international and supranational organizations. The approach provided is practical from 
the perspective of the customs institution, and provides educators and human resource 
managers with the necessary information regarding the knowledge and skills acquired as 
a result of the educational process. The meta-analysis of the study is based on the use of 
qualitative data from existing data sources which utilize the professional standards sys-
tem implemented in Latvia, EU-implemented initiatives, and the principles of the process 
management system. The standards of the customs profession are a key element in the 
development of an integrated learning and management model, which would be a central 

mailto:k.ketners@gmail.com
mailto:mara.petersone@rtu.lv
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element in a coordinated and harmonized vocational education and training system for 
professional customs officers.

Keywords: customs education, EU Customs Competency Framework; customs profes-
sion standards; customs administration process management.

Jel classification: M53; H12

1. Introduction

The development of human resources is considered to be the most important issue 
in the customs administrations of the EU Member States. One of the objectives of the 
Customs 2020 Programme (European Commission, n.d.-b) is to strengthen the skills and 
competences of customs officials. 

There is no common system for the training and professional growth of customs em-
ployees in the European Union, and establishing such a system for the customs authori-
ties of the 27 EU Member States would be very difficult (perhaps even impossible) as:

•• Training for EU customs officers involves a wide variety of training models which 
lack a coherent approach;

•• Training is mainly organised at educational institutions and training centres under 
the auspiecs of the office;

•• Customs services have very different institutional affiliations and degrees to which 
they fall under the dependency and authority of their Ministries. 

For customs administrations to function effectively and to support EU values, it 
is important that they operate in a uniform manner, taking into account consistent 
quality standards and ensuring the uniform application of regulations and initiatives. 
The current methods of work, the means of implementing the regulatory enactments 
of the European Union, and the standard skills of customs officers and officials vary 
greatly from one Member State to another. This situation impedes the synchronous 
operation of customs administrations and decreases the overall customs capacity of 
the EU. The various education and training approaches and standards make it dif-
ficult to share information on best practices and disseminate knowledge and skills 
between different customs administrations (Pētersone et al. 2013), and even between 
customs brokers and other border control authorities (Laurinavičius 2018; Jablonskis, 
Petersone, and Ketners 2018). Therefore, an EU-wide tool has been established to 
provide a framework within which consistently high standards could be achieved in 
all of the customs administrations of the Member States – the EU customs system of 
competences (CustCompEU). By introducing a harmonised approach, the EU hopes 
to establish a uniform system for the training and education of customs officers in 
order to enable Member States to provide customs officers with the necessary knowl-
edge and skills.

This system of ensuring the competence of customs authorities should ensure in-
teraction with national, World Customs Organization (2019), or internal professional 
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standards, if established, as well as with other competency generation mechanisms. 
From the perspective of the customs institution, a number of practical issues arise 

regarding how to better provide staff with the required knowledge and skills:
•• deciding whether to employ staff who already possess the knowledge and skills re-

quired, or whether the organisation should be engaged in conducting the training 
of its employees;

•• establishing whether the knowledge and skills of employees are sufficient for per-
forming their duties prior to their recruitment;

•• defining the knowledge and skills that are missing that would enable employees to 
start performing their duties and be transferred to another workplace;

•• training employees only for the needs of a specific position or functional position, 
effectively improving training expenditures;

•• understanding whether the employee who obtains knowledge and work experience 
in the customs service would be interested in transferring to work in the private 
sector (Ketners and Petersone 2020).

The aim of this research is to provide customs administrations with a methodology 
for generating flexible competencies that are personalised but highly effective from the 
perspective of the customs institution.

2. Materials and Methods

The meta-analysis of this study is based on the use of qualitative data from the exist-
ing data sources of the professional standards system implemented in Latvia, the initia-
tives implemented as part of the CustCompEU, and the principles of the process man-
agement system.

In the education sector, a quality-oriented service requires excellence in the design 
and planning of the service activities, as well as in their delivery and the accepted meth-
od of assessing the performance of the services (Lupo 2013). In order to avoid possible 
confusion, partial ignorance, and subjectivity, the content of both the study programme 
and the training programme should be prepared based on the requirements of the main 
stakeholder in the outcome of the study process – the employer. 

In this case, the guidelines for the content of the study process will be professional 
standards. Professional standards determine the basic tasks and duties of professional 
activity corresponding to the profession, the requirements of professional qualifications, 
and the general and professional knowledge, skills, attitudes, and competencies required 
to perform these tasks and duties. Based on the professional standards of the customs 
processes, it is possible to create an integrated and complementary model of education 
and training in customs matters.
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2.1. EU Customs Competency Framework

In 2011, the European Commission (EC) performed a wide-scale study on the train-
ing and education of EU customs employees. The study of the Directorate General Taxa-
tion and Customs Union regarding the training of customs employees and entrepreneurs 
in the EU revealed that: 75% of the member states conduct internal training for customs 
employees; 55% carry out training for customs officials only in classrooms – a rather 
formal method of training, in which less than a half of the required professional compe-
tences are acquired; 20% provide workplace training; 14% implement training remotely 
via the internet; and only 4% conduct training through seminars, conferences, or other 
training events (European Commission 2016).

In 2015, the EC published the first version of the CustCompEU. This framework 
aimed at harmonising and raising customs performance standards throughout the EU. 
The CustCompEU is the foundation which sets out a consensus on the optimal set of 
knowledge, skills, and behaviours required by customs professionals in the EU (Euro-
pean Commission 2019; n.d.-a).

The EU Certificate of Recognition ran its first pilot year in 2018, during which the 
process, methodology,  and  accompanying  documentation  were  evaluated  in  terms of 
quality, clarity, and usability. The certification process for master’s and bachelor’s degree 
programmes in the field of customs was launched, and 11 bachelor’s and master’s degree 
programmes were recognised in the EU (EU Reference Training Programmes for Aca-
demic Customs Education 2019).

2.2. Process Management System 

The synergy of the process management system in managing human resources is 
an innovative approach. There are workplace descriptions, position descriptions, and 
professional standards that supplement each other and are conceptually contracted. For 
example, if a change in the process occurs, it is necessary to introduce changes to work-
place descriptions, which, in turn, provide a basis for changing the description of the po-
sition. In particular, how changes in processes affect professional standards is analysed. 
An organisation’s internal documentation in the field of human resource management 
is used as a basis for an objective background analysis. This documentation follows the 
principle of compatibility, where processes and process actions are identified, and the 
final product(s) of the process, their performance indicators, and the required general 
and special knowledge and skills are identified for the implementation of each process. 
Consequently, the general and special knowledge and skills identified for the implemen-
tation of the process form the basis for both descriptions of positions and professional 
standards (Pētersone and Krastiņš 2012). 

Such an approach to training will eliminate weaknesses in three key areas: 1) flex-
ible financing options; 2) awarding credit for prior learning; and 3) enhancing strate-
gic community partnerships. Parallels are drawn to similar challenges the EU faces in 
meeting the social dimension of the Bologna Process (Serowick and Cardelle 2015) and 
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other socio-economic problems (Barinov et al. 2020; Okunevičiūtė-Neverauskienė and 
Rakauskienė 2018). The Bologna Process contributes to the fact that higher education is 
no longer isolated from lifelong learning, since the knowledge and skills acquired beyond 
studies can be expressed in credits which can count towards the total amount of study 
needed to acquire a degree/qualification or a specific study module. The integrated edu-
cation and training module will ensure flexible financing options (Erins and Erina 2015; 
Arhipova 2014; Arhipova et al. 2017) and the cost-efficient training of customs officers. 

3. Results and Discussion

To systematize the requirements of specific customs service positions, a methodol-
ogy for the identification of key knowledge and skills is proposed, which combines them 
with the requirements of international and supranational organisations and provides an 
educational system with the information necessary regarding the knowledge and skills 
acquired as a result of the educational process.

The general and special knowledge and skills that are necessary to perform the rel-
evant process are identified and formulated for each process (Pētersone and Krastiņš 
2014), and an identification code is assigned for each indicator of general and special 
knowledge and skill. Thereafter, each indicator of general and special knowledge and 
skills is given a value depending on its importance in the appropriate professional stan-
dard. This value ranges from 1 to 30, where 1 is the least significant and 30 the most 
significant indicator of general and special knowledge and skills in the professional stan-
dard. Indicators of general and special knowledge and skills can only be identified and 
formulated by those involved in the process concerned, together with organizers of train-
ing as experts of the methodology. The EU competence framework (CustCompEU) and 
the World Customs Organization’s (2019) Professional standards can be used as guide-
lines for the formulation of general and special knowledge and skills. Table 1 provides the 
procedure for identifying the value of each indicator of general knowledge. 

Table 1. General Knowledge Assessment

Process General knowledge code General knowledge 
indicator

Value
1–10 11–20 21–30

P.004.004 P.004.004.vz001
P.004.004.vz002
P.004.004.vz003

P.004.005 P.004.005.vz001
P.004.005.vz001

P.nnn.nnn P.nnn.nnn.vz001
P.nnn.nnn.vz002
P.nnn.nnn.vznnn

Source: Table made by the authors 



10 The personalized model for the sustainable development of human resources in customs

The same methodology is used to identify and formulate indicators for specific 
knowledge and skills as well as general skills, and a value is assigned to each unit. Ac-
cordingly, the model consists of a four-row matrix obtained according to the professional 
standard, position description, and both the workplace and professional qualifications 
of the employee. First, according to the requirements of a particular profession and the 
standard of competence, a standard professional matrix is obtained (see formula 1). 

3. Results and Discussion 

To systematize the requirements of specific customs service positions, a methodology for the 
identification of key knowledge and skills is proposed, which combines them with the requirements of 
international and supranational organisations and provides an educational system with the information 
necessary regarding the knowledge and skills acquired as a result of the educational process. 

The general and special knowledge and skills that are necessary to perform the relevant process are 
identified and formulated for each process (Pētersone and Krastiņš 2014), and an identification code is 
assigned for each indicator of general and special knowledge and skill. Thereafter, each indicator of general 
and special knowledge and skills is given a value depending on its importance in the appropriate professional 
standard. This value ranges from 1 to 30, where 1 is the least significant and 30 the most significant indicator 
of general and special knowledge and skills in the professional standard. Indicators of general and special 
knowledge and skills can only be identified and formulated by those involved in the process concerned, 
together with organizers of training as experts of the methodology. The EU competence framework 
(CustCompEU) and the World Customs Organization’s (2019) Professional standards can be used as 
guidelines for the formulation of general and special knowledge and skills. Table 1 provides the procedure for 
identifying the value of each indicator of general knowledge.  

Table 1. General Knowledge Assessment 
 
Process 

General knowledge 
code 

General knowledge 
indicator 

Value 
1–10 11–20 21–30 

P.004.004 P.004.004.vz001     
P.004.004.vz002     
P.004.004.vz003     

P.004.005 P.004.005.vz001     
P.004.005.vz001     

P.nnn.nnn P.nnn.nnn.vz001     
P.nnn.nnn.vz002     
P.nnn.nnn.vznnn     

Source: Table made by the authors  

The same methodology is used to identify and formulate indicators for specific knowledge and skills 
as well as general skills, and a value is assigned to each unit. Accordingly, the model consists of a four-row 
matrix obtained according to the professional standard, position description, and both the workplace and 
professional qualifications of the employee. First, according to the requirements of a particular profession and 
the standard of competence, a standard professional matrix is obtained (see formula 1).  

 

(1), 

where  A = professional standards; 
a11 a12 a13 …a1i …a1n – general knowledge in the professional standard; 
a21 a22 a23 …a2i …a2n – general skills in the professional standard; 

  a31 a32 a33 …a3i …a3n – specific knowledge in the professional standard; 
  a41 a42 a43 …a4i …a4n – specific skills in the professional standard. 
 
When formulating the description of a particular position in the customs service, the respective 

indicators should be taken into account: general knowledge, general skills, specific knowledge, and specific 
skills (see formula 2). 

(2), 

 where  B = description of the specific position; 
b11 b12 b13 …b1i …b1n – general knowledge in the position description; 

  b21 b22 b23 …b2i …b2n – general skills in the position description; 

	 (1),
where 	A = professional standards;
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a41 a42 a43 …a4i …a4n – specific skills in the professional standard.
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specific knowledge, and specific skills (see formula 2).
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P.004.004 P.004.004.vz001     
P.004.004.vz002     
P.004.004.vz003     

P.004.005 P.004.005.vz001     
P.004.005.vz001     

P.nnn.nnn P.nnn.nnn.vz001     
P.nnn.nnn.vz002     
P.nnn.nnn.vznnn     

Source: Table made by the authors  

The same methodology is used to identify and formulate indicators for specific knowledge and skills 
as well as general skills, and a value is assigned to each unit. Accordingly, the model consists of a four-row 
matrix obtained according to the professional standard, position description, and both the workplace and 
professional qualifications of the employee. First, according to the requirements of a particular profession and 
the standard of competence, a standard professional matrix is obtained (see formula 1).  

 

(1), 

where  A = professional standards; 
a11 a12 a13 …a1i …a1n – general knowledge in the professional standard; 
a21 a22 a23 …a2i …a2n – general skills in the professional standard; 

  a31 a32 a33 …a3i …a3n – specific knowledge in the professional standard; 
  a41 a42 a43 …a4i …a4n – specific skills in the professional standard. 
 
When formulating the description of a particular position in the customs service, the respective 
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(2), 

 where  B = description of the specific position; 
b11 b12 b13 …b1i …b1n – general knowledge in the position description; 
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In this way, the position description matrix is assessed (see formula 2). Since, in most 
cases, the descriptions of the positions of customs officials do not reflect a whole series 
of processes and process activities, the value of these indicators will be 0. This means that 
the value of several indicators of the position descriptions will, in most cases, be lower 
than the value of the same indicators of the professional standard. Still, there remains a 
theoretical possibility that they will be identical to the values of the position description 
when one customs official works alone at one customs control point while performing all 
of the duties there (see formula 4).

When formulating the description of the specific workplace of the customs service, 
the relevant indicators should be taken into account – such as general knowledge, gen-
eral skills, and the specific knowledge and skills needed to fulfil work duties at the cor-
responding workplace. Following a similar methodology, the workplace is identified (see 
formula 3).
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where 	D = professional qualification of the employee;

d11 d12 d13 …d1i …d1n – general knowledge of the employee;
d21 d22 d23 …d2i …d2n – general skills of the employee;
d31 d32 d33 …d3i …d3n – specific knowledge of the employee;
d41 d42 d43 …d4i …d4n – specific skills of the employee.

By analysing the existence of the general and specific knowledge and skills of each 
individual customs official, it is possible to compare their individual indicators both with 
the professional standard indicators and with the position description indicators (see 
formula 6).

A ≥ B ≥ D,	 (6)
If D is less than A, this indicates that the customs officer does not have the corre-

sponding professional qualification. On the other hand, if D is less than B, this indicates 
that the customs officer needs to improve some of their general knowledge and skills or 
their specific knowledge and skills.

According to this methodology, when analysing the professional qualifications of em-
ployees, it can be concluded that it is rational for customs authorities to employ workers 
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with the required general and specific knowledge and qualification-based skills. By com-
paring each indicator, it is possible to identify and complement gaps in knowledge and 
skills. 

Such a comparison and analysis of the knowledge and skills of employees is consis-
tent with the performance assessment system of the civil service, and forms the basis for 
algorithms in the management of the progress of services.

4. Conclusions

Standards for the profession of customs officer are universal operational tools which 
help both universities and training centres, regardless of their institutional affiliation, 
to provide customs authorities with the required staff without their direct involvement. 
Professional standards, in a similar way to position descriptions and workplace descrip-
tions, are derived from the objectives and tasks of the employer. The standard of the 
customs profession is the most important element in the development of the integrated 
learning model, which would be a central element for a coordinated and harmonised 
vocational education and training system.

In the field of training, the EU Customs Competencies Framework offers the integra-
tion of four elements: customs; the private sector; the national level; and the international 
level, where training remains the individual responsibility of the Member States and is 
managed in accordance with national requirements. However, the following issue of the 
customs operation remains: there are 27 national customs authorities, all of which are 
separately regulated in the content of their training programmes and in the various ele-
ments of their training structures, such as the requirements of professional standards and 
competence. 

Future studies should concern the impact of training activities based on the knowl-
edge and skills identification methodology of the process management system on the 
performance indicators of customs authorities.
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1. Introduction

An increasing amount of literature is aimed at analyzing the relationship between 
education and economic development. Most of the theoretical literature assumes that 
there should be a very strong relationship between these two variables. However, on con-
trary, the empirical evidence of the relationship between these two variables does not 
support the existence of such a strong relationship. Several explanations of this paradox 
have been presented in the scholarly literature. 

An important explanation in this regard can be traced to the analysis of Toprak 
(2006), a Turkish politician and political philosopher who compared the economic de-
velopment of Japan to that of Turkey over the last six decades. The two countries were 
allies in World War II, and were in similar positions by the end of war with respect to 
their economic and social conditions. Both countries realized that education was a meth-
od of development, and decided to promote education accordingly. Turkey emphasized 
education on literature, art, music, and so forth, whereas Japan emphasized education 
on mathematics, technology, and engineering. The lack of a strong relationship between 
growth and education (or human capital in the broader sense)12 could be a result of the 
incorrect choice of field of study, which is a particular kind of skill mismatch.

Every country needs a particular combination and level of skilled graduates in differ-
ent subjects/professions, and this combination of skills depends on the country’s physical 
and institutional infrastructure. The speed of economic development in an economy can 
be optimized if the supply of skilled graduates in different subjects matches with the re-
spective demand of skills. Any mismatch between the supply and demand of skills results 
in inefficient – or even the complete lack of – utilization of resources, and the level of 
growth achievable for the same level of human capital (hereinafter HC) decreases. 

Let us imagine a country where there is a need to construct roads and bridges to 
link various parts of the country so that producers can transport their goods to market. 
If the country’s universities are producing enough engineers to meet demand, this will 
have a positive impact on the economy, not only because of the addition of the services 
of these engineers but also due to the increase in goods that would be traded via the in-
frastructure that they construct. On the other hand, if the country is producing literature 
graduates instead of engineers, the value added to the economy would be only in terms 
of the services of these graduates. This will cause a reduction in the achievable level of 
growth with same level of HC. Further, suppose that the number of literature graduates 
is so large that many of them are unable to secure a job in the market. The education of 
these unemployed graduates is still counted in the HC, but this HC does not contribute 

1	 This paper uses the terms “education” and “human capital” interchangeably
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to economic growth. Many of these unemployed graduates would take jobs in positions 
which are not a good match for their abilities, and this would again cause a reduction in 
the achievable level of growth with same amount of HC. 

This example shows that the balance between the supply and demand of type and lev-
el of skills is an important determinant of growth. The larger the mismatch, the smaller 
the achievable level of growth. Therefore, this study argues that a potential explanation of 
the paradox of the growth–education relationship could be the mismatch between supply 
and demand of skills. 

Despite very strong theoretical linkage between HC and economic growth, empirical 
results on the relationship between these two variables appear to be insignificant either 
theoretically or economically (having very small coefficients). The objective of this study 
is to present the case that skill mismatch offers a plausible explanation for this dilemma, 
and could be a potential reason for the discrepancy between theory and empirical re-
sults. This paper also aims to argue that incorporating a measure of skill mismatch into 
the typical production function would probably better explain economic growth. How-
ever, the data on skill mismatch is not available at regular frequencies for most countries; 
therefore, this paper also argues that systematic data on the indicators of skill mismatch 
should be collected to find a better explanation for economic growth. 

The contribution of this study is to show that skill mismatch can be a potential explana-
tion for the weak relationship between education and growth, and to extend the produc-
tion function to include a measure of skill mismatch. Most countries have failed to take 
skill mismatch seriously; therefore, there is no systematic data on the indicators related 
to skill mismatch that might allow for regressions. This paper also makes the case for the 
collection of data on the indicators of skill mismatch to potentially motivate states to do so. 

This article is organized as follows: after a brief introduction, the next section pres-
ents a comprehensive review of the relevant literature. Section three discusses method-
ology, including what skill mismatch is, the impact of skill mismatch on growth and 
development, and why the production function needs further modification. Section four 
presents results and discussions on measuring skill mismatch and skill mismatch in Paki-
stan. Section five concludes the study. 

2. Literature Review

2.1 HC and Growth Nexus: Glimpses from the Literature

There is a large discrepancy between the theoretical and empirical literature regard-
ing the relationship between HC and economic growth. This discrepancy and its poten-
tial explanations are summarized in this section. 

2.2 HC in Production Theory

Consider the standard Cobb–Douglas Production function:
Y(t) = A(t)K(t)αL(t)β	 (1)
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Here,  represents the output, with  referring to time. This function takes two inputs – 
i.e., physical capital  and labor. Labor in the abovementioned production function refers 
to quantity of labor. However, it could be argued that, instead of only quantity, a “prod-
uct of quantity and quality” of labor can give a better explanation of growth. Therefore, 
replacing labor with HC should give a better explanation of output. The production func-
tion will thus take the following form: 

Y(t) = A(t)K(t)αH(t)β	 (2)
Thus, the presence of HC in the production function makes good sense, and one 

would expect a significant contribution of HC towards aggregate production and growth. 
Thus, HC has been a part of aggregate production functions and growth regressions. 
Many versions of the production function that contain HC as a part of them have been 
proposed so far. 

Contrary to the theoretical literature, growth regression estimates do not support 
such a strong relationship between production (GDP) and HC. There are a large number 
of studies that have found negative or non-existent relationships between growth and 
HC. Instead of citing all of these studies here, we report how other authors have sum-
marized the literature on the relationship between HC and growth. Recent empirical 
investigations into the contribution of HC accumulation to economic growth have often 
produced discouraging results. Educational variables frequently turn out to be insignifi-
cant or to have the “wrong” sign in growth regressions, particularly when these are esti-
mated using first-difference or panel specifications. The accumulation of such negative 
results in recent literature has fueled growing skepticism of the role of schooling in the 
growth process, and has even led some researchers to seriously consider possible reasons 
as to why the contribution of educational investment to the growth of productivity may 
actually be negative (Fuente and Doménech 2000).

Pritchett (2001) reported that cross-national data shows no association between the 
increases in HC attributable to the rising educational attainment of the labor force and 
the rate of growth of output per worker. There has been much dispute as to whether 
economies that are open or those with more HC grow faster (Soderbom and Teal 2001).

The literature on the determinants of economic development treats research on the 
relationship between HC and economic growth as one of the “big unknowns” (Leeuwen 
2007), whilst investment and the welfare of the population are known to be drivers of 
economic growth (Mykytiuk et al. 2020). Despite the conventional view that HC is one 
of the main determinants of growth, the evidence for the effect of HC on growth is weak 
and controversial (Sunde and Vischer 2011). Despite enormous interest in the relation-
ship between education and growth, the evidence is fragile at best (Aghion et al. 2009).

There is almost universal acceptance of microeconomic findings that suggest there 
are strong economic returns from education at the level of individuals. It is perhaps sur-
prising, then, that the macro-evidence delivers such divergent results. While early cross-
national studies showed a positive, statistically significant, and often strong impact to be 
exerted by school enrollment rates on economic growth, a second wave of studies, often 
focusing on stocks of HC rather than flows, reported empirical results that suggested that 
the impact of HC on growth was zero at best – potentially even negative (Fedderke 2005).
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The abovementioned commentaries of various authors show that results on the 
relationship between these two variables are not very optimistic. However, there is no 
shortage of studies finding positive and significant coefficients of HC in growth regres-
sions. Barro (1991), Benhabib and Spiegel (1994), Sala-i-Martin and Barro (1995), Sala-
i-Martin (1997), and many others find schooling and/or some other proxy of HC to be 
significantly and positively correlated with reductions in the growth rate of per capita 
GDP across countries. However, in these regressions, the marginal contribution of HC 
appears to be very small compared to what one would expect. For example, consider 
Barro’s famous study (1991), where he presents positive and significant coefficients of 
HC in growth regressions. In the logarithmic form of the production function, the coef-
ficients represent elasticity. Thus, the elasticity of growth that Barro found with respect 
to education was 0.0044, whereas the elasticity of growth with respect to physical capital 
was 0.10. This implies that a 1% increase in physical capital could lead to a 0.1% change 
in growth. On the other hand, a 1% change in HC would bring only a 0.0044% change in 
growth. Thus, despite being statistically significant, the coefficient of HC was not promis-
ing. Therefore, even after accounting for HC accumulation, a growing body of research 
suggests that something other than capital, labor, or HC accounts for the bulk of the ob-
served differences between countries in the level and growth rate of real gross domestic 
product (Limam and Miller 2004).

On the other hand, many authors have doubts as to the significance of HC coef-
ficients in growth regressions, and they assume that this is because of methodological 
mistakes. For example, some claim that this effect is overstated due to methodological 
problems such as correlation with omitted variables and the imposition of restrictions 
that are rejected by the data (Sianesi and Reenen 2003). Therefore, this quick review 
reveals that the skepticism regarding the relationship between HC and growth is widely 
acknowledged and is based on empirical evidence that is not easily ignored. 

2.3 Explaining the HC–Growth Paradox 

Because of the disagreement between the theoretical and empirical literature, many 
researchers have started to explore the factors behind such a pessimistic relationship be-
tween economic growth and HC. Therefore, various scholars have offered various expla-
nations, some of the most notable of which are discussed below. 

Some researchers have questioned the proxies of HC being used in the regression. A 
large list of proxies is used that includes educational attainment, investment (Aghion et 
al. 2009), level of education, and quality of education (Barro 2001), and many authors 
have expressed concerns regarding the use of these kinds of proxies. Despite this, surpris-
ingly, changing these proxies might not change the nature of the results.

Some authors have reservations regarding the specifications of models being used. 
For example, Sunde and Vischer (2015) asked for the use of both difference and lag of HC 
simultaneously in growth-accounting regressions. 

Pissarides and Véganzonès-Varoudakis (2011) argued that it is very important to 
take into account the structure of the labor market, which may possibly explain the  
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dilemma reported in the growth–HC relationship. Aghion et al. (2009) also point out the 
importance of the structure of the labor market. Some authors (e.g., Fuente and Domé-
nech 2000) suggest that it is the quality of data that has caused this paradox.  

Arcand and d’Hombres (2007) considered the following reasons to explain the para-
dox: 

i.	 additional sources of unobserved heterogeneity stemming from country-specific 
rates of labor-augmenting technological change; 

ii.	 measurement error in the HC series being used;
iii.	 lack of variability in the HC series once the usual covariance transformations are 

implemented.
Wider research suggested the lack of variability in the HC series to be reasonable in 

the context of the Solow model. 
Pritchett (2001) suggests that the following three reasons could explain the paradox: 
i.	 the institutional/governance environment could have been sufficiently perverse 

that the accumulation of educational capital lowered economic growth; 
ii.	 marginal returns to education fell rapidly as the supply expanded while demand 

for educated labor was stagnant; 
iii.	 educational quality could have been so low that “years of schooling” created no HC.
However, there is no consensus that has yet emerged as to the most probable reason 

for this paradox. 

2.4 Alternative Explanations of the HC–Growth Paradox 

It is evident that a number of authors – e.g., Pissarides and Véganzonès-Varoudakis 
(2011) and Aghion et al. (2009) – point out the importance of the structure of the labor 
market while studying the relationship between HC and growth. As we shall demonstrate 
in this paper, one very important characteristic of the structure of the Labor market is 
the skill mismatch. 

If we think back to the example of Toprak cited in the introduction, Japan and Turkey 
shared many socioeconomic characteristics at the end of WWII. The two countries tried to 
remedy their situations with education, with one focusing on science and technology and 
the other focusing on literature and the arts. After five decades, the two had substantial 
differences in their socioeconomic status. This implies that merely the presence of educa-
tion/HC alone does not determine the speed of development. Perhaps the more important 
factor, which shapes the fate of nations, is the type of education obtained by graduates.

For Toprak (2006), the reason behind the differential development in Turkey and Ja-
pan is a particular kind of skill mismatch. A skill mismatch can have various forms, each 
having a different mechanism affecting the speed of development. A mismatch can occur 
when the skills that people possess do not match the skills that the market demands. An-
other kind of mismatch can occur when the supply of a particular kind of skill in a market 
exceeds the demand for that kind of skill. A skill mismatch can also occur when the level 
of skills possessed by a worker is not equal to the level of skills that the market demands. 
Every type of skill has a particular set of implications for the growth of the economy. 
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The mismatch of skills can have a large number of undesirable consequences, both 
for individuals and for society as a whole. For individuals, the mismatch of skills can 
result in lower job satisfaction, unemployment, and problems associated with unemploy-
ment including distress, hypertension, poverty, and crime. For society, skill mismatch 
can result in inefficient – or the complete lack of – utilization of resources, and in unem-
ployment and the macroeconomic consequences thereof. 

3.	 What is Skill Mismatch and What is the Impact of Skill Mismatch  
on Growth and Development?

The word “skill” has different meaning for different individuals. Within a profession, 
the word skill is used to denote the ability to perform a particular task. For example, 
for linguists, skill means the ability to listen, read, write, or understand; for engineers, 
it might mean the ability to fix problems in a machine. The problem with this kind of 
definition is that it is not very easy to judge these kinds of skills. Instead, a more general 
definition of skill is adapted by Infometrics and Department of Labour (2006), who use 
the word “skill” to denote “basic eligibility to work for a certain position in a profession.” 
This definition of skill allows a single individual to compare the supply and demand of 
skills for different professions. Therefore, the phrase “skill mismatch” can also have dif-
ferent meanings. A skill mismatch can occur if the skills an employer demands are differ-
ent from the skills a candidate has, if the number of available skilled graduates is more (or 
less) than the number of skilled persons demanded in the market, or if the level of skills 
required by an employer differs from the level of skills an employee possesses. Various 
kinds of skill mismatch are precisely defined in CEDEFOP (2012), which is reproduced 
in the manner below.

Table 1. Categories of skill mismatch

Type Definition

Over-education To have completed more years of education than the current job requires.

Under-education To have completed fewer years of education than the current job requires.

Over-qualification To hold a higher qualification than the current job requires.

Under-qualification To hold a lower qualification than the current job requires.

Over-skilling To be unable to fully use one’s skills and abilities in the current job.

Under-skilling To lack the skills and abilities necessary to perform the current job to acceptable 
standards. 

Skill-shortage Demand for a particular type of skill exceeds the supply of available people with 
that skill.

Skill-surplus The supply of people with a particular skill exceeds the demand for it.

Skill-gap The level of the employed person’s skills is less than that required to perform the 
job adequately or the type of skill does not match the requirements of the job.
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Type Definition

Economic-skills 
obsolescence

Skills previously used in a job are no longer required or are less important.

Vertical-mismatch The level of education or skills is less or more than the required level of educa-
tion or skills.

Horizontal-mis-
match

The level of education or skills matches the job requirements, but the type of 
education or skills is inappropriate for the current job.

Source: CEDEFOP briefing note on skill mismatch in Europe, available online at www.cedefop.europa.eu/
files/5521_en.pdf

Each type of skill mismatch has a particular but not disjointed set of implications for 
individuals and for growth, and each type of skill mismatch affects growth and develop-
ment through a particular mechanism. This section discusses some selected types of skill 
mismatch and how they affect the economy. Instead of following the order given in the 
CEDEFOP report, we discuss these types according to their importance. Therefore, this 
discussion proceeds in the following order: (a) skill surplus; (b) skill shortage; (c) hori-
zontal mismatch; (d) skill obsolesce; and (e) over education.  

3.2 Skill Surplus

Skill surplus is defined as a situation when supply of people with respect to a particu-
lar skill exceeds demand. For example, a skill surplus would exist if 1,000 engineers per 
year were required in an economy, but universities were producing 4,000 engineers per 
year.  

Consider, for example, a field of study where the number of graduates with skills in 
this field exceeds the market demand by a large number. This could have three results for 
a graduate: 

a.	 The graduate does not find a job. In this case, the investment in their education 
would not be productive until they find a job, and the graduate would not be able 
to contribute to the growth of the economy. This is the worst-case scenario for 
both the graduate and the economy. Educating someone is an extremely costly 
investment, and a lot of time and physical resources are involved in producing 
a graduate. The cost of production of a graduate is in the millions, whether paid 
by individuals or by governments. With a huge surplus of graduates in one field, 
society’s investment in them is non-productive, and the resources invested in the 
graduate by society will go astray or will remain idle until the person finds em-
ployment. On the other hand, the absence of reasonable employment and social 
security will create stress, hypertension, and can potentially lead to crime – which 
can affect development in other ways.  

b.	 The graduate succeeds in finding a job in some other subject/profession with little 
relevance to their qualification. This would lead to lower productivity because the 
graduate would not have the skills required for the particular job. They would 

http://www.cedefop.europa.eu/files/5521_en.pdf
http://www.cedefop.europa.eu/files/5521_en.pdf
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be unable to exploit their actual skills because they would be working in an ir-
relevant field. The field in which the graduate could achieve maximum produc-
tivity would no longer be available, therefore they could not exhibit reasonable 
productivity. The implications of this will be elaborated on in the discussion of 
horizontal mismatch.

c.	 The graduate finds a job for which the actual required qualification is lower than 
the qualification of the graduate. This case will be elaborated on in the discussion 
of over-education.  

3.3 Skill Shortage

This is defined as a situation where “demand for a particular type of skill exceeds 
the supply of available people with that skill.” It is possible that there is a huge demand 
for graduates of a particular subject/profession, but the number of graduates available is 
smaller than the demand. For example, suppose there is a demand for 10 engineers in 
the market, but there are only four candidates. The consequences of this shortage can be 
summarized as follows:

a.	 Some of the vacancies for engineers would remain vacant, and the economic ac-
tivity that the filling of these vacancies would enable would not happen.

b.	 Employers would be unable to initiate the projects that they want. The unskilled 
labor and the skills that were necessary from other professions would not be 
hired. This would again lead to inefficiency and lower productivity.  

c.	 The shortage in strategic skills may lead to a sovereignty crisis.
Thus, the shortage of skills would put downward pressure on the overall level of 

employment in the economy. Crucially, the shortage of skills in necessary services like 
medicine would put the life of citizens at risks, and the shortage of skills in defense and 
security would create a threat for the sovereignty of the economy. 

3.4 Over-education

Over-education is defined as the difference between the skills required for an em-
ployee’s current job and the skills possessed by the employee who has actually completed 
more years of education than are necessary. This means that an employee has a higher 
level of qualification than is needed for their current job. 

In an ideal situation, the average productivity of a worker increases with their level of 
qualification – hence the positive relationship between salary and qualification. However, 
suppose that an employee with a master’s degree is employed in a role that demands only 
a bachelor’s degree. The salary that this employee would receive would be lower than the 
salary admissible to them if they were working on a job that demanded a master’s degree. 
Since salaries are directly counted in GDP, a smaller salary will result in a reduction in the 
achievable level of GDP. If there were thousands of employees in such a situation, then 
the overall reduction in GDP would become a sizeable number.
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Secondly, if a highly qualified employee occupies a low-level job, they will not have 
the opportunity to exploit their high-level skills, which would cause another reduction in 
the achievable level of GDP. Highly-qualified people have high levels of problem-solving 
ability, but they will not have the opportunity to exploit their ability if they are working 
in a job that does not require that level of ability. If we consider a software engineer hired 
in a data entry operator job, whilst the engineer could undoubtedly add more value to the 
economy than a data entry operator, this would only be possible if the software engineer 
were to be hired for programming. If they were hired as data entry operator, it is quite 
possible that their keystroke rate would be smaller than that of an ordinary data entry 
operator. Therefore, hiring a highly qualified graduate in a job that demands a lower level 
of skill is problematic for the individual, as they will not be satisfied with their job, and for 
society, as the resources available in the society are not being optimally utilized. Therefore, 
over-education can also result in productivity loss and a reduction in the level of growth.  

3.5 Horizontal Skill Mismatch

Horizontal skill mismatch is defined in the CEDEFOP report as a situation where 
“the level of education or skills matches job requirements, but type of education or skill 
is inappropriate for the current job.” Horizontal skill mismatch occurs when the level 
of skills required by the economy is the same as the level of skills that the candidate 
possesses, but the subjects/professions that are required by the economy don’t match 
the profession of the potential candidate. Again, the example of Japan and Turkey is 
an elegant illustration of this kind of mismatch. It is quite obvious that if engineers are 
needed by the economy, doctors and poets cannot substitute. Therefore, it is extremely 
important to have the horizontal match of skills. 

We can again consider a country where there is a need for roads and bridges to link 
various regions so that producers can transport their goods to market. If the country’s 
universities were producing enough engineers to meet demand, this would have a posi-
tive impact on the economy – not only because of the addition of the services of those 
engineers, but also due to the goods that would be traded due to their efforts. On the 
other hand, if the country was producing graduates in literature instead of engineers, the 
value added to the economy would only be in the form of the services of those gradu-
ates. There would be no new bridges or roads; therefore, the effect of this HC would not 
transmit to other sectors of economy. This would cause a reduction in the achievable 
level of growth, and many graduates would fail to find jobs because they would not have 
the ability to serve the purposes of employers. This would result in unemployment and 
its associated problems.  

3.6 The Need for Further Modification of Production Functions 

The production function that was reshaped into a growth model by Solow (1956) 
changed shape continuously, until it became the augmented growth model proposed by 
Mankiw et al. (1992) in the following functional form: 
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Y(t) = K(t)αH(t)β(A(t)L(t))1 – α– β	 (3)
Where represents output, represents capital stock, represents HC stock, represents 

technology, and  represents labor stock. 
Let  be the indicator of skill mismatch which takes the value zero when there is no 

mismatch, and takes a positive value when there is a mismatch.  is taken such that: 
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   (4) 

We have shown that productivity/speed of growth is reduced in both cases – i.e., in case of 
surplus or in case of shortage. Therefore, HC must be discounted for the skill mismatch. Let us 
define functional HC as HC discounted for the amount of skill mismatch. Functional HC should 
have the following properties:  

A. the amount of functional HC cannot exceed the amount of HC – i.e., 𝐻𝐻𝐻𝐻(𝑡𝑡) ≤ 𝐻𝐻𝐻𝐻𝐻𝐻 
B. functional HC becomes smaller with an increase in the amount of skill mismatch, and 

becomes zero when skill mismatch is infinite – i.e., 𝐻𝐻𝐻𝐻(𝑡𝑡) → 0 𝑎𝑎𝑎𝑎𝑎|𝑆𝑆𝑆𝑆𝑆𝑆| → ∞ 
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Therefore, the function suggested for measuring functional HC is as follows: 
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where �
��|�(�)| may be treated as a discounting factor.  

Therefore, the growth function will take following form: 
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Replacing 𝐻𝐻𝐻𝐻(𝑡𝑡) with its value will yield following formula: 
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4. Measuring Skill Mismatch, and Skill Mismatch in Pakistan 

Skill imbalances have emerged as an important concern of policy makers in advanced nations 
such as Canada, Australia, New Zealand, and the United Kingdom. However, in most of the 
countries of the world, little attention has been paid to this issue. Most nations around the globe 
have not yet recognized the need to measure skill mismatch, and skill-related data is not generally 
available. This data is used for designing immigration policy and for advisory career counseling. 
However, most of the available data on skill mismatch is presented in the form of survey reports 
collected at irregular intervals. Therefore, at present it is not possible to carry out a reasonable 
empirical study to quantify the impact of skill mismatch on economic development and growth. 

The “indicators of skill mismatch comprise vacancy hiring and turnover rates, relative wage 
movements and employment and unemployment changes, etc.” However, there is a serious need 
for a wide range of skill mismatch indicators collected from every country in the world, so that 
each nation can optimize its growth by assuring greater harmony between supply and demand for 
skills.  

Janjua and Rehman (2016) have collected some indicators of skill mismatch in Pakistan 
using a representative sample of various employment units. Some facts from this report are 
presented here to elaborate on how important the problem of skill mismatch is.  

Table 2. Estimates of vacancy fill rate 
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country in the world, so that each nation can optimize its growth by assuring greater 
harmony between supply and demand for skills. 

Janjua and Rehman (2016) have collected some indicators of skill mismatch in Paki-
stan using a representative sample of various employment units. Some facts from this re-
port are presented here to elaborate on how important the problem of skill mismatch is. 

Table 2. Estimates of vacancy fill rate

Subjects Private Public Overall Subjects Private Public Overall

Area Studies 53.9   53.9 Statistics 9.8 14.5 12.3

Business 48.6 35.4 44.9 Computer Sciences 9.7 41.2 33.9

Journalism 36.6 40.8 38.1 Life Sciences 9.6 30.3 24.1

Chemistry 22.6 20.7 21.3 Anthropology 9 59 9.8

Gender Studies 22.3   22.3 Political Science 8 58.9 52.3

Philosophy 16.5   16.5 Sociology 7.4 100 8.9

Physics 16.2 95.1 68.3 Health Science 7 15 12.2

Performing Arts 14.5   14.5 Agriculture 6.5 19.3 17.2

History 13.5 234.4 126.9 Systems Science 6   6

Engineering 13.5 76.5 58.1 Education 4.8 295 183.4

Mathematics 13 43 29.9 Linguistics 3.5 67 13.9

Literature 11.5 3.7 10

Source: Janjua and Rehman (2016)

Table 2 presents vacancy fill rates (hereinafter – VFRs) separately for the public and 
private sectors. Public sector jobs in Pakistan offer more facilities, job security, and pres-
tige than their private sector equivalents. Therefore, securing a job in the public sector is 
more competitive. As a result, the VFR for the public and private sectors reflect competi-
tion for an ordinary job and for a prestigious one. 

It is evident from Table 2 that in the subject of area studies, a candidate would have 
to compete with 53 other candidates to secure their job, if they were willing to work in a 
private sector organization. Business administration is an area in which the private sec-
tor carries higher prestige, therefore this subject does not follow the common trend and 
competition is higher in private sector organizations than in public. Here, a candidate 
would have to compete with 49 other people to secure a private job, and 35 people to 
secure a job in the public sector. This also implies that the chance of employability per 
attempt is less than 1/35 for a candidate, whether they apply to a public or a private sec-
tor organization. This means that a candidate would have to wait for a long time before 
they got a job, as a result of which both the candidate and the economy as a whole would 
suffer. The candidate would suffer because they would have to face the problem of unem-
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ployment, and the economy would suffer because the resources invested in the education 
of the candidate would remain idle until they began their job. This also implies that the 
proportion of candidates who remain unemployed after having attained the qualifica-
tions necessary for a job is very high, and unless they get a job they will contribute noth-
ing to the economy. 

The differences between VFRs in public and private sector organizations also suggest 
important information. Education, for example, has one of lowest VFRs in private sector 
organizations, and one of highest VFRs in public organizations. The low VFR in private 
sector organizations reflects the fact that it is not very difficult for a candidate to secure 
a job in an ordinary private school, and perhaps reflects the fact that private schools are 
the largest private sector employers in Rawalpindi and Islamabad, where the survey was 
carried out. However, as mentioned earlier, in the private sector there is no job secu-
rity, and other facilities associated with the public sector are absent. In order to attain a 
prestigious job in a public sector organization, a candidate would have to compete with 
approximately 295 other candidates. 

Table 3. The lag between attaining a qualification and getting a job

Major Areas Time Lag (years)

Formal Sciences 1.17

Humanities 0.70

Management Sciences 1.72

Natural Sciences 1.23

Professions & Applied Sciences 1.51

Social Sciences 1.86

Source: Janjua and Rehman (2016)

Table 3 summarizes the results of time lag – the lag between completing education 
and securing a first job for employees in Rawalpindi and Islamabad. For most subjects, a 
candidate would have to wait for over 1.25 years before attaining their first job, and this 
lag period is one of no or very little economic activity. The contribution of the respondent 
to GDP and productivity would have been close to zero during this period, though they 
were highly educated and were highly qualified for the job that they were currently en-
gaged in at the time of the survey. The average levels of income and economic activity in 
Rawalpindi and Islamabad are among the highest in the country. If the same survey was 
carried out in a low-income city of Pakistan, one would expect a longer lag period. One 
can suggest that the relationship between GDP and HC would be weaker if the lag be-
tween securing qualification for a job and beginning employment was longer. This might 
explain why regressions do not reveal a strong relationship between HC and growth.
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5. Conclusion

This study has shown that skill mismatch can offer a plausible explanation of the HC–
growth paradox. Skill mismatch reduces the achievable level of growth through various 
mechanisms, and growth is expected to have a strong and inverse relationship with skill 
mismatch.

This study, however, also notes that most countries have no record of the indicators 
of skill mismatch. Only very few countries have so far collected data on the various indi-
cators of skill mismatch, but this data is not yet available at a frequency regular enough 
to enable the impact of skill mismatch on the economy to be quantified and generalized 
for other countries. 

This study argues that skill mismatch can nullify the effects of an increase in HC – in-
creased HC cannot increase growth if there is a proportional increase in skill mismatch. 
Therefore, this paper argues that there is a dire need to focus on the indicators of skill 
mismatch so that the effect of HC on growth can be materialized. Future research might 
focus on skill mismatch, intangible assets, and their appropriate recognition (Petryk et al. 
2020), which can also contribute towards the growth of GDP.
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JEL Code: H11, O15

1. Introduction

Since the 1980s, many researchers have studied innovation as a crucial element that 
stimulates an organization’s effectiveness in dealing with its environment (Van de Ven 
1986; Woodman, Sawyer, and Griggin 1993). An unpredictable environment – reflected 
in uncertain economic conditions, increased global competition, and the changing ex-
pectations of consumers – further forces organizations, including those of a public na-
ture, to generate innovation as an existential resource for their own success (Schermuly, 
Meyer, and Dammer 2013). Among different levels of innovation, the innovative behav-
ior of employees is a cornerstone of organizational innovation (Janssen, Van de Vliert, 
and West 2004) that involves opportunity exploration, generativity, formative investiga-
tion, championing, and application (Kleysen and Street 2001). It also involves the simul-
taneous exploration of issues, development, and the communication of ideas, as well as 
the implementation of solutions that meet the organization’s practical and efficient goals. 

Some researchers have suggested that innovative behavior might emerge from an in-
dividual in a circumstance that accommodates the complex interaction between a social 
work context and an employee’s intrinsic motivation (Zhou 2003). Leader–member ex-
change (LMX) may capture and facilitate such behavior (Anderson, Potonik, and Zhou 
2014), as it focuses on the dyadic relationship between supervisors and their respective 
subordinates (Wilson, Sin, and Conlon 2010). Such a relationship depicts the aforemen-
tioned interaction, with the supervisor serving as the social work context and the pres-
ence of the subordinate’s intrinsic motivation to interact with their respective supervi-
sors. LMX further contends that if employees are trusted by their respective supervisor, 
they will be given autonomy in carrying out their work, and hence they are more likely to 
contribute ideas to the organization and devote their time and energy to identifying and 
resolving problems (Volmer, Spurk, and Niessen 2012). Moreover, a good dyadic rela-
tionship empirically reinforces the innovation process of refining, promoting, and imple-
menting ideas while seeking feedback regularly (Scott and Bruce 1994). Similarly, Kim 
and Koo (2017) found that LMX generates an employee’s positive perception of their 
work environment – a perception which lays the foundation for innovative behavior. 
However, in one study, where 19.6% of the 240 respondents were employees in govern-
ment and public services, Schermuly, Meyer, and Dämmer (2013) found no significant 
relationship between LMX and innovative behavior. The study presented in this paper 
involved solely government employees, in order to further explore the nature of such a 
relationship in the context of an exclusively public organization.

Additionally, innovation is a very complicated process that involves uncertainty, 
knowledge transfer, and teamwork (Scott and Bruce 1994). Generating innovation re-
quires employees’ willingness to propose and/or implement new ideas, as well as to de-
velop new products, processes, and procedures to improve their performance, work unit, 
and/or organization. Yuan and Woodman (2010) found that employees were more inno-
vative when they anticipated that such behavior would benefit their work. In reality, this 
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willingness cannot emerge unless employees have conviction in their ability to innovate, 
and have the capacity to “bounce back” from adversity and to overcome challenging, un-
predictable, risky, often frustrating outcomes and immense psychological pressures (Hsu 
and Chen 2017). This willingness will also not emerge if employees are not optimistic and 
hopeful that such innovation can lead to better performance. Employees such as those 
discussed above demonstrate high motivation, and function professionally and ethically 
at work (Avey, Nimnicht, and Pigeon 2010; Luthans et al. 2007; Luthans, Youssef, and 
Avolio 2007). These high levels of motivation, professionalism, and ethics characterize 
psychological capital – in short, those who can generate innovation are those who pos-
sess psychological capital. However, previous studies have not paid sufficient attention 
to this relationship, and thus examining it in detail is one objective of this study. When 
considered together, studying both LMX exchange and psychological empowerment can 
also clarify the motivational mechanisms that lead to the innovative behavior of employ-
ees (Schermuly, Meyer, and Dammer 2013), and enrich our comprehension regarding 
innovative behavior at the micro-individual level.

Moreover, to enrich the unexplored context regarding employees autonomously 
changing their working methods, this study delineates and empirically tests the mediative 
effect of job crafting. Job crafting is an approach which entails the proactive behavior of 
employees in changing and reshaping the tasks or relationships that make up their job in 
order to keep it challenging, motivating, and healthy (Kim et al. 2018). This approach views 
employees as potentially active job designers capable of making job-related innovation 
which impacts their performance (Guan and Frenkel, 2018). Recent studies have shown 
that job crafting results in increased levels of work engagement, creativity, and job perfor-
mance (Demerouti, Bakker, and Gevers 2015; Slemp and Vella-Brodrick 2014; Van Wing-
erden, Derks, and Bakker 2017). In addition, Tims, Bakker, and Derks (2012) found that a 
proactive personality positively affected job crafting. Employees with proactive personali-
ties also tend to be active in managing their relationships with supervisors, and ultimately 
experience greater job satisfaction than their less proactive coworkers (Li, Liang, and Crant 
2010). In other words, they are willing to take the initiative to explore and exploit whenever 
opportunities are presented to them. Those who take the initiative are those who have ef-
ficacy, resilience, hope, and optimism regarding such opportunities – a list of traits which 
characterize psychological capital (Avey, Nimnicht, and Pigeon 2010; Luthans et al. 2007; 
Luthans, Youssef, and Avolio 2007). Psychological capital may thus be positively related to 
job crafting. Meanwhile, employees will not take the initiative if they do not receive sup-
port from their immediate superior. This support can be in the form of tangible resources 
and/or professional help. The immediate supervisor will not provide such support to their 
subordinates unless they have a quality relationship with them (Sparrowe, Soetjipto, and 
Kraimer 2006). LMX may, therefore, also be positively related to job crafting. Despite the 
theoretical plausibility of job crafting as a mediator between LMX, psychological capital, 
and innovative behavior, there has been a lack of empirical examination of such a media-
tion process, and this study thus aims to address this absence. This objective complements 
and contributes to the existing literature, enriching the present understanding of job craft-
ing which is still in its infancy (Wang, Demerouti, and Le Blanc 2017).
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In summary, this study attempts to fill gaps in the scholarly understanding of the 
relationship between positive organizational behavior (including job crafting) and inno-
vative behavior, along with analyzing the predicted role of LMX as a supplemental sup-
port mechanism. It analyzes the effects of LMX and psychological capital on job crafting 
and the innovative behavior of employees, respectively. In addition, this research also 
examines the mediative effects of job crafting on the relationship between LMX and the 
innovative behavior of employees, and on the relationship between psychological capital 
and  the innovative behavior of employees. This study took place in a government institu-
tion with a number of unique roles. Unlike other government institutions that concern 
a specific sector – for example, energy, health, or finance – this government institution 
serves the various needs of the president, from daily activities to policymaking, including 
coordination with multiple stakeholders. It could be said, therefore, that the effective-
ness of this institution determines the president’s success in running the country. Con-
sequently, the institution’s employees have complicated and demanding tasks. To con-
tinuously improve their performance, they must be innovative in carrying out their roles 
and in dealing with unexpected issues. On the other hand, as a part of the government, 
this institution has a hierarchical structure (Shepsle 2019), and must follow the relevant 
rules, procedures, and regulations (Fernandez and Moldogaziev 2012). This institution is 
hence rigid, and suffers from inertia. It is then interesting to understand how innovative 
behavior is developed and enhanced in an inflexible organization such as this.

2. Literature Review

2.1. Innovative Behavior

West and Farr (1989), two prominent researchers who are widely known for their 
study of innovation, defined innovative behavior as an individual’s intention to create, 
introduce, and apply new ideas aimed at improving work relations and work processes 
that eventually enhance the productivity of the organization. From this perspective, the 
stages of innovation that individuals must go through begin with problem recognition, 
then move to the generation of ideas or solutions, then involve seeking sponsorship or 
endorsement, and finally end with the implementation of the initial solution (Scott and 
Bruce 1994). The key to initiating the innovation process, then, is essentially the genera-
tion of an idea – and to generate ideas, creativity is needed. In other words, creativity is a 
prerequisite for innovative behavior (West 2002). 

LMX depicts the quality of the relationship between a leader and their immediate 
subordinates (Nugroho, Hendrawidjaja, and Soetjipto 2020; Sparrowe, Soetjipto, and 
Kraimer 2006). Higher relationship quality is indicated by more support, help, and/or 
resources exchanged between two parties (Wang et al. 2015). Through social exchange, 
leaders can offer relational support or resources to facilitate an employee’s proactive at-
tempts to bring positive change or novel ideas (creativity) and innovative behavior to 
their workplace (Carnevale et al. 2017). Time flexibility and work freedom are crucial 
factors for the generation of new ideas. Furthermore, emotional support from a leader 
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helps subordinates in implementing their ideas, especially in risky situations (Schermuly, 
Meyer, and Dämmer 2013). In line with the above discussions, this study hypothesizes 
the following:
Hypothesis 1 (H1):	 Quality of leader–member exchange will be positively related to the 

innovative behavior of an employee. 
Numerous researchers have divided the factors that influence innovative behavior 

into three levels: individual, workgroup, and organization (Randall 2005; West 2001). 
At the individual level, as previously discussed, creativity is an essential factor in devel-
oping innovative behavior (Avey et al. 2012; West 2002). Creativity is characterized by 
an individual’s proactivity, self-confidence, originality, motivation, and cognitive ability 
(Anderson, De Dreu, and Nijstad 2004). An abundance of these traits is often referred to 
as a positive psychological state. The aim of positive psychology is to begin to catalyze a 
change in focus from preoccupation only with repairing the worst things in life to also 
building positive qualities (Seligman and Csikszentmihalyi 2014). Over time, this posi-
tive psychology has developed into and become psychological capital, which is a personal 
resource that can improve an individual’s performance in an organization (Luthans et 
al. 2010). Psychological capital consists of: (i) self-efficacy (the self-confidence to take on 
and succeed at a challenging task); (ii) optimism (the desire to be successful now and in 
the future); (iii) hope (diligence towards goals and, if required, the capacity to make un-
common life decisions in order to succeed); and (iv) resilience (the capability to bounce 
back and present a never-give-up attitude when faced by problems and impediment) 
(Luthans, Youssef, and Avolio 2007).

Psychological capital not only promotes an employee’s creativity, but is also relevant 
to the implementation of ideas (Hsu and Chen 2017). Other research has also found that 
the many dimensions of psychological capital influence innovative behavior in different 
ways, such as: high self-efficacy being associated with the tendency of an employee to un-
dertake challenging tasks (Bandura 2012); resilience being correlated with an employee’s 
persistence in the implementation of innovative behavior; and hope and optimism relat-
ing to positive expectations in the accomplishment of an innovative task (Michael, Hou, 
and Fan 2011). Consequently, the following hypothesis is proposed:
Hypothesis 2 (H2):	 Psychological capital will be positively related to the innovative be-

havior of an employee.

2. Job Crafting

Job crafting involves the possibility of an employee to take a self-starting approach to 
their work and to proactively mobilize their own job resources to stay engaged in the task 
given to them, in order to improve both person-job fit and work motivation (Radstaak 
and Hennes 2017). It relates to the active actions of employees in re-composing and re-
defining their job – whether physically (by modifying its task boundaries), cognitively 
(by modifying its mental boundaries), or relationally (by modifying its social boundaries) 
(Wrzesniewski and Dutton 2001). Other researchers have identified job crafting through 
the JD-R model approach (Bakker and Demerouti 2007), through which job crafting was 
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seen a way to balance the demands and resources of an employee’s job with their personal 
abilities and needs (Tims and Bakker 2010). This is achieved by increasing job resources, 
increasing job demands (so that demands are considered challenging), or decreasing job 
demands (by receiving help and support from both supervisors and colleagues).

Looking at its full scope, job crafting requires the proactive behavior of employees in 
mobilizing their job resources, seeking help and support from their supervisor and col-
leagues, and modifying their job boundaries to create more a favorable working environ-
ment. Job crafting, however, may be difficult to perform when employees do not have the 
efficacy to perform it nor the resilience to cope with adversities. Job crafting may also be 
difficult to perform when employees are not hopeful or optimistic regarding its effective-
ness. These dimensions of psychological capital tend to be invested, demonstrated, and 
expressed through actions that lead employees to modify their working conditions to be 
favorable for them (Hobfoll 2011a, 2011b; Luthans and Youssef 2004). Another correla-
tion between psychological capital and job crafting can be found in research by Xantho-
poulou, Bakker, Demerouti, and Schaufeli (2009), and Tims, Bakker, and Derks (2014). 
For these reasons, this study formulates another hypothesis as follows:
Hypothesis 3 (H3): Psychological capital will be positively related to job crafting.

In addition to their psychological capital, employees may still need help, support, 
and resources from their immediate supervisor in order to craft their job. As explained 
above, this can help employees to balance the demands and resources of their job with 
their personal abilities and needs (Tims and Bakker, 2010) by increasing job resources 
and decreasing job demands. This assistance is made possible when employees have a 
high-quality relationship with their respective leader (Carnevale et al. 2017). A good re-
lationship then engages employees in their work, and motivates them to demonstrate 
proactive behavior (Li 2015) – two fundamental conditions for job crafting. In addition, 
a good relationship leads to employees having freedom in the method of their work – 
including the freedom, that they have been given by their respective leader, to craft their 
job (Volmer, Spurk, and Niessen 2012). Additionally, employees who have high-quality 
LMX always have direct access to their leader in case they need advice on how to craft 
their job as effectively and efficiently as possible (Berg, Wrzesniewski, and Dutton 2010). 
Correspondingly, this study hypothesizes that:
Hypothesis 4 (H4): Leader–member exchange will be positively related to job crafting.

Employees who are avid job crafters have both balanced job resources and job de-
mands. Such resources are crucial for them to create, introduce, and apply new ideas 
aimed at improving work relations and work processes that eventually enhance the 
productivity of the organization (West and Farr 1989), while such demands provide 
challenges to create, introduce, and apply those ideas (Tims and Bakker 2010). In other 
words, the availability of balanced job resources and job demands may foster employ-
ees’ motivation and their commitment to pursuing innovation (Demerouti, Baker, and 
Gevers 2015). In addition, as resources and demands increase, employees feel more ener-
getic and enthusiastic in introducing new methods, and in modifying how they conduct 
their work as part of implementing new ideas within their organization. The more they 
are energetic and enthusiastic, the more they demonstrate innovative behavior (Afsar, 
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Masood, and Umrani 2019). As well as requiring innovative behavior, job crafting itself 
fosters innovative behavior, as re-composing and re-defining a job is a creative process 
that results in improved work relations, better work processes, and enhanced productiv-
ity. Based on these discussions, the following hypothesis is presented:
Hypothesis 5 (H5):	 Job crafting will be positively related to the innovative behavior of an 

employee.
As consequences of H3, H4, and H5, two further hypotheses follow:

Hypothesis 6 (H6):	 Job crafting mediates the effect of leader–member exchange on in-
novative work behavior.

Hypothesis 7 (H7):	 Job crafting mediates the effect of psychological capital on innovative 
work behavior.

Figure 1 depicts all of the hypotheses examined in this study.
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gathering, with anonymity and confidentiality being assured and emphasized. This sampling 
method was used to limit the distribution of the survey, which targeted employees with a 
maximum of two years’ experience working at a government institution with the crucial 
function of serving the president directly. These employees were targeted because they are at 
the frontline of such an institution. Their roles involve dealing with the fundamental detail 
of complicated and demanding tasks. Despite strict procedures, rules, and regulations, they 
have to be innovative in solving day-to-day problems. The respondents were also largely 
young adults who possessed a familiarity with technology (Deal, Altman, and Rogelberg 
2010; Hershatter and Epstein 2010) that could support and help them in their innovation. 
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Respondents were first sent a message via social media with a link to the online sur-
vey which invited them to participate. It took approximately 10–15 minutes to complete 
the survey, with 115 targeted employees being invited to participate. As a precaution, to 
ensure that only targeted employees participated in the survey, a preliminary question 
was used. As such, only 111 employees eventually completed the questionnaire. Of the 
responses returned, 6 were considered invalid, thereby resulting in the use of 105 valid 
responses for this study (a 91.3% effective response rate). Among the respondents, there 
were more females (64%) than males (36%), while the age of participants ranged from 
22–32 years old, with the majority being 25–27 (49%). All of the participants had higher 
education degrees, the majority had stopped after undergraduate study (75%), and the 
rest had associate degrees (14%) or master’s degrees (10%) 

2. Measures

The variables tested in the hypothesis were measured on a five-point Likert scale (1 – 
strongly disagree – to 5 – strongly agree). The details of the measurement of each variable 
follows.

Innovative Behavior

Innovative behavior was measured using Kleysen and Street’s (2001) questionnaire. This 
is a 14-item self-rated questionnaire regarding the innovative behavior of employees in their 
work setting. Kleysen and Street found that the Cronbach alpha of this measure is 0.945.

Leader–Member Exchange (LMX)

LMX was measured using the self-assessment scale developed by Liden and Maslyn 
(1998). This 12-item scale can estimate the quality of the relationship between subordi-
nates and superiors in four dimensions: affect, loyalty, contribution, and professional 
respect. The internal consistency of this measure is 0.770.

Psychological capital

To assess the psychological capital of respondents, a short version of the psychological 
capital questionnaire (PSQ) developed by Luthans et al. (2007) was used. This version con-
sisted of 12 items, with a Cronbach alpha between 0.850 to 0.930 – similar values to those 
of the full-version of the PSQ (León-Pérez, Antino, and León-Rubio 2016). There were four 
dimensions of the PSQ that were assessed: hope, resilience, optimism, and self-efficacy.

Job Crafting

The questionnaire developed by Tim, Bakker, and Derks (2012) to measure job craft-
ing using the JD-R approach was used. A 21-item construct was divided into four dimen-
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sions: increasing structural job resources, decreasing hindersome job demands, increas-
ing social job resources, and increasing challenging job demands. The Cronbach alphas 
of each dimension were above 0.70, and ranged from 0.750 to 0.820.

4. Analysis and Discussion

4. 1. Analysis

This study used partial least-square structural equation modeling (PLS-SEM) to ana-
lyze the data. Although PLS-SEM is not considered the primary choice for the statistical 
method used in this research, the PLS-SEM method is appealing as it enables the estima-
tion of complex models with many constructs, indicator variables, and structural paths 
without imposing distributional assumptions on the data (Hair et al. 2019). There were 
two stages of data analysis. The first stage involved evaluating the validity and reliability 
of each measurement. Validity was evaluated using the standardized factor loading (SFL) 
of each indicator. If the SFL was ≥ 0.70, the indicator was considered valid and was hence 
retained (Hair et al. 2019). The SFL of indicators ranged from 0.60 to 0.93, which meant 
that some of the indicators were discarded to achieve the desired calculation. Whether or 
not to drop an indicator was carefully considered, as Hair et al. (2017) suggested that an 
SFL ranging from 0.40 to 0.70 could still be retained as long as it increased the average 
variance extracted (AVE). Eight items were dropped, consisting of one item from the 
measurement of LMX, one item from the measurement of PSQ, and six items from the 
measurement of job crafting. Reliability was evaluated by calculating Cronbach’s alpha 
and construct reliability (CR). The only consideration was that CR was ³ 0.70, as CR was 
considered reliable – unlike Cronbach’s alpha which is a less precise measure of reliabil-
ity and differs from CR as items are unweighted (Hair et al. 2019). CR ranged from 0.80 
to 0.94. Next, the AVE was evaluated to addresses the convergent validity of each con-
struct measure. An AVE of ≥0.50 was acceptable, indicating that the construct explained 
at least 50% of the variance of its items (Hair et al. 2019). The results ranged from 0.55 to 
0.86, and thus all met the criterion of being ≥0.50. In general, the evaluations of validity 
and reliability upheld the model.

The second stage involved evaluating the structural model and thus the proposed hy-
potheses. Table 1 shows the coefficient and t-value of each hypothesis. A hypothesis was 
accepted or supported if its t-value ≥ 1.96 or £−1.96. Of the seven hypotheses, four were 
accepted. This means that psychological capital positively and significantly affected both 
innovative behavior and job crafting (H2 and H3 were supported), while LMX had no 
significant effect on either innovative behavior or job crafting (H1 and H4 were not sup-
ported). Job crafting, however, both positively and significantly affected innovative be-
havior (H5 was supported). As a consequence of support for H2, H3, and H5, H7 was also 
supported. To test the mediative effect of job crafting, it is necessary to compare its direct 
and the indirect effects (Hair at al. 2017). The result of this comparison is that job crafting 
partially mediates psychological capital and innovative behavior, and Table 1 shows that 
its direct effect is stronger than its indirect effect (0.392>0.257). As a consequence of no 
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support for H1 and H4, H6 was not supported. This means that there is no significant 
empirical evidence for the LMX-job crafting-innovative behavior link.

Table 1. The effect of LMX and psychological capital via job crafting

Coefficient t-value

Direct effect

H1: LMX à Innovative Behavior −0.094 1.353

H2: Psychological Capital à Innovative Behavior 0.392*** 3.734

H3: Psychological Capital à Job Crafting 0.572*** 8.680

H4: LMX à Job Crafting 0.145 1.538

H5: Job Crafting àInnovative Behavior 0.448*** 4.757

Indirect effect

H6: LMX à Job Crafting à Innovative Behavior 0.065 1.492

H7: Psychological Capital à Job Crafting à Innovative Behavior 0.257*** 4.231

Notes: *p < 0.05; ** p < 0.01; *** p < 0.001

2. Discussion 

The purpose of this study is to increase our understanding of the predictors of in-
novative behavior in the workplace. More specifically, this study aimed to enhance our 
comprehension of internal (psychological capital) and social (LMX and job crafting) re-
sources as predictors of innovative behavior, and of job crafting as a mediator connect-
ing LMX and psychological capital with innovative behavior. As it transpires, this study 
finds that both internal (psychological capital) and social (job crafting) resources matter 
with regard to innovative behavior. These findings are consistent with the findings of 
Sameer (2018) and Wojtczuk-Tureks (2012): that psychological capital relates to innova-
tive behavior. Dimensions of psychological capital can be partially related to dimensions 
of innovative behavior. The exploration of problems, the investigation of problems, and 
the generation of ideas can, for example, be related to efficacy, optimism, and hope. To 
explore and investigate problems and to generate ideas require the efficacy of employees, 
but these things also require employees to have hope and optimism toward the future. 
Meanwhile, resiliency helps employees in championing and implementing ideas. These 
last two steps present employees with many difficulties, such as rejection from colleagues, 
challenges from supervisors, and a large amount of trial and error; thus the ability to 
“bounce back” and not easily give up are crucial for employees to succeed.

The findings mentioned above are also consistent with those of Demerouti, Baker, 
and Gevers (2015), who suggested that a balance between a job’s resources and demands 
may foster employees’ motivation and commitment to pursuing innovation. In addition, 
these findings show that job crafting – involving the re-composition and re-definition of 
a job – is a creative process that leads employees to the first stage of innovative behav-
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ior. This stage involves exploring and investigating whether there are any problems in 
an employee’s job that impede them from carrying it out effectively and efficiently, and 
generating ideas to solve or overcome these problems to improve their job’s effectiveness 
and efficiency. Job crafting could also lead employees to championing and implement-
ing stages of innovative behavior, where they convince their superiors of their ideas for 
improvement so that those ideas can be successfully implemented.

Furthermore, this study finds that psychological capital significantly and positively 
affects job crafting. This finding enriches our understanding of job crafting as a creative 
process and an example of proactive conduct, highlighting the fact that it requires ef-
ficacy: to increase a job’s social and structural resources; to increase a job’s challenging 
demands; and to decrease a job’s hindersome demands to align it with an employee’s 
internal capability and resources. This finding also enlightens us as to the idea that the 
processes of increasing a job’s social and structural resources, increasing it’s challenging 
demands, and decreasing it’s hindersome demands are not always as smooth as expected, 
and thus require employees to be resilient in overcoming possible obstacles and rejec-
tions. In addition, this finding also highlights the need for employees to have hope and 
optimism that job crafting will succeed and improve their performance in order to be 
able to see this process through until its conclusion. Referring to the literature, this find-
ing is consistent with those of Xanthopoulou et al. (2009) and Tims, Bakker, and Derks 
(2014) – that psychological capital is positively correlated to job crafting.

To define the mediative effect of job crafting, Hair et al. (2017) suggested comparing 
the direct and indirect effects of psychological capital on innovative behavior. The find-
ings of this study show that job crafting is a partial mediator for psychological capital 
and innovative behavior. This is because the (direct) effect of psychological capital on 
innovative behavior is still significant. Such a direct effect is also stronger than the indi-
rect effect via job crafting (0.392 > 0.572 x 0.448 = 0.256), which indicates the strength of 
psychological capital in directly driving young-adult frontline governmental employees 
to exhibit innovative behavior despite working in a rigid hierarchical organization. The 
indirect effect via job crafting actually further adds to that strength, yielding a total effect 
of 0.392 + 0.256 = 0.648. This behavior can help to ease the inertia of the governmental 
institution. Having psychological capital may therefore be crucial for young adults who 
work in frontline positions to spark innovation in public organizations.

It is noteworthy that all of the hypotheses that related to LMX were not accepted, in 
contrast to the previous literature regarding the benefits of having a high-quality LMX. 
This kind of exchange provides employees with an abundance of help, support, and re-
sources to, for instance, craft their job and behave innovatively. This finding may be due 
to the prevalence of young adults as respondents. This age group is known to have unique 
characteristics (Gardner and Eng 2005), such as the capability to perform tasks effectively 
and efficiently, and high levels of confidence (Lancaster and Stillman 2002) that make 
them less dependent on their immediate supervisor. Additionally, these young adults 
were positioned at the bottom of a hierarchy, meaning that their direct superior was only 
one level above them – still a relatively low position. Consequently, this superior was 
not able to offer significant help, support, or resources to their subordinates that might 
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enable them to craft their job and/or to behave innovatively. Moreover, job crafting and 
innovative behavior require the willingness of subordinates to involve their immediate 
supervisor by first proposing ideas. These findings demonstrate that such a willingness 
might not exist, perhaps because voicing those ideas might raise concerns related to the 
hierarchical relationships that employees have with their immediate supervisors. In a 
public organization, a supervisor is highly respected when they effectively maintain the 
status quo, and thus they focus less on encouraging the innovative behavior of their sub-
ordinates (Park and Jo 2018).

5. Conclusion and Implications

Overall, the fact that, in the proposed model, value exchange was only proved in the 
links between psychological capital and innovative behavior and psychological capital 
and job crafting, means that an employee’s own resources of internal psychology or posi-
tive attitude are a crucial predictor of positive work-related behavior. Moreover, in this 
organization the quality of the relationship between supervisor and subordinate seemed 
to not have reached a “mature” stage, which may explain the insignificance of relation-
ships found in the concept of leader–member exchange. Lastly, people may use job craft-
ing for reasons other than psychological capital and leader–member exchange, and at 
different times, because no mediative effect was found on innovative behavior. 

This paper contributes to the wider literature in a number of specific ways. First, 
we examined the importance of the social and internal resources targeted at innova-
tive workplace behavior, thus giving an organization the potential to enhance innovative 
behavior in the work environment. Second, using the job crafting theory formed in the 
middle of this research model, we acknowledged the triggers and benefits of job crafting, 
which should be encouraged in organizations in order to achieve positive change. De-
spite the notion that job crafting is argued as bringing positive impact, our study found a 
unique phenomenon – that job crafting triggered less of an effect between psychological 
capital and innovative behavior. This may broaden previous studies regarding the exis-
tence of empirical evidence on job crafting – that not only does job crafting lead to af-
firmative action, but it also comes with negative results depending on the environment. 
Third, we tested our suggested framework in a developing country (Indonesia), which 
significantly differs from previous studies that have mostly been conducted in western 
or developed countries. This circumstance deepens the current understanding of leader–
member exchange, psychological capital, job crafting, and innovative behavior, as it is 
presented in a different culture with attributes unique to Asian countries.

There were some limitations of this study. First, the proposed model was applied to 
only one element of the public sector in Indonesia, and thus cannot be generalized to 
represent the condition of the public sector across government. Second, the respondents 
of this study were all subordinates with limited working experience. Third, the use of self-
reporting is a potential limitation, as it may result in bias, although this should not rep-
resent a significant limitation. In line with the suggestion of Conway and Lance (2010), 
self-reporting is ideal for assessing psychological concepts discussed in private events, 
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needs, or perceived job characteristics and methods. As a result of these limitations, we 
suggest that future research: (i) involves more respondents across multiple aspects of the  
public sector, to have a broader view of public sector working environments; and (ii) uses 
alternative variables to supplement and cross-validate our findings concerning the me-
diative effect of job crafting between leader–member exchange and innovative behavior. 
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also becoming increasingly important. However, at present they occupy the lowest position 
in the structure of values. The results of this study can be useful for the development of pub-
lic institutions, building a modern youth regional policy, and in the formation and adapta-
tion of development strategies for universities, public institutions, and non-governmental 
organizations.

Keywords: values, institutional transformation, social research, digitalization of socie-
ty, traditional values

JEL Classification:  A14, D46, J17, O15.

Introduction

In the modern world, the aggravation of information confrontation in various spheres 
of public life actualizes the study of problems of interdisciplinary forms of the manifesta-
tion and influence of information as an institution of public administration. The active 
institutional and informational transformation of society in the 21st century has radically 
changed the traditional systems of production and exchange of goods, the relationship 
(interaction) between hierarchical structures, network systems in public administration 
and the management of corporations, employment and consumption, and economic and 
social organization. The theory of information asymmetry and the practice of informa-
tion speculation in the policies of governments, political institutions, NGOs, legal enti-
ties, and individuals raises the question of the genesis of the identification of the political 
and socio-economic essence, and the verification of information in the development of 
society. Making effective management decisions in the public sphere requires adequate 
scientific perception and the monitoring of the institutional role of information in terms 
of an ecumenical (interdisciplinary) approach, involving the synthesis of logical and his-
torical perspectives.

The logical and historical development of information as a factor in the progress of 
society and the institution of public administration is substantiated by communications, 
the destruction of organizational hierarchy, and economic forms of coexistence between 
citizens, companies, and state.

The results of an empirical study on the values of the youth of Ukrainian society in 
the context of global change are presented. The results of this study revealed a gradual 
transformation of the value orientation of Ukrainian youth under the influence of the 
challenges of the 21st century.

Literature Review

The study of the genesis of the institutional role of information in public admin-
istration involves the use of retrospective interdisciplinary analysis of the evolution of 
economic and institutional factors in society. As a theoretical and methodological basis 
for the study of information as an economic factor of development and as an institu-
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tion of public administration, the works of scholars on the theory of the socio-economic 
factors of production (Smith 2007; Ricardo 2007; Mill 2007; Marx 1961; Polanyi 2014) 
and the theory of the post-industrial society (Bell 1986 – pre-industrial, industrial, and 
post-industrial society; Toffler 1982 – “first”, “second”, and “third” wave of civilization; 
Castells 2000 – information society) are relevant. The starting point in the analysis of 
the genesis of information is the work of representatives of institutional theory, and the 
work of scientists on the modern digital economy. Information asymmetry theory (Ak-
erlof and Schiller 2010), North’s theory of institutional change, and social choice theory 
(North 1990; Dijck 2020) are used as theoretical and methodological foundations for the 
evolution of the institutional environment in which information is identified as a factor 
of the transformation of public administration. The theory of the new institutional role 
of the state in the era of the information society and the theory of digital transforma-
tion (Dunleavy et al. 2006) form an important theoretical basis for the transformation 
of society. The works of international scholars such as D. Waldo, M. Wilber (1927), W. 
Wilson, P. Drucker, G. Wright, F. Taylor, and A. Faiol, who laid the basic components 
of a systematic interpretation of management processes, are devoted to the fundamental 
theoretical foundations of public administration.

Scholars pay attention to various aspects of the transformation of society’s values, in 
particular: the relationship between the dominant system of values and the transforma-
tional potential of communities, and the system of values as a factor of transformation in 
societies (Meteleva 2016); the change of educational values in the conditions of transfor-
mation between the industrial society and the ensuing society (Manzelli 2004); and the 
possibilities and limits of determining the processes of values transformation in a transi-
tional society (Matusevych 2018). Artjukhovich (2015) considers the transformation of 
moral values in the information society, and notes that the “consistent and correct use of 
modern achievements of the information society will not only improve the intellectual 
level and creativity of the individual but also contribute to the moral development and 
improvement”.

A retrospective analysis of surrounding theory and global historical experience al-
lows for the conclusion that at each stage of social progress (Fig. 1) each factor of produc-
tion was given a decisive role.
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Figure 1. The modern system of factors of production and income (Malyi 2020)

At present, the impetus for radical change in all spheres of human activity is informa-
tion, and it occupies a leading role in comparison with such economic factors of produc-
tion as land, labour, capital, and entrepreneurship. At each historical stage of the devel-
opment of modern society, the role of the leading factor of production was performed by 
land (18th century – teachings of physiocrats), labour (18th century – labour theory of 
value), capital (19th century – Marxism and marginalism), organization/entrepreneur-
ship (Schumpeter 1934), the state (second half of the 20th century – Keynesianism), or 
information (21st century).

The information revolution and the technologies of its delivery to the consumer have 
made radical changes in the system of relations between people and companies, between 
different levels of hierarchical management structure, between consumers and produc-
ers, and between managers and subordinates. They have also revolutionized the system 
of education and the affirmation of values. The results of this research demonstrate that 
there is a close link between a country’s socio-political attractiveness and the level of their 
information and communication development. However, this is not equal for different 
countries, which are grouped by their level of ICT, human development, and democ-
racy. Additionally, a country’s level of information and communication technology has 
a significant effect on social and political development (Gavkalova et al. 2020). Human 
awareness of the dangers of the challenges of the 21st century has led to the emergence of 
concepts such as social entrepreneurship (Schumpeter 1934), environmental economics 
(Daly and Farley 2004), and cyclical economics (Geissdoerfer et al. 2017).

Over the last decade, the processes of the introduction of digital transformation 
and new innovative products into the economy have become widespread, which have 
radically changed the format of interaction with the consumer towards focusing on the 
needs and interests of each individual. These processes are superimposed on the need 
to address issues of energy and financial security. Changing human values and novel 
technological ways of communicating with each other, with companies, and with pub-
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lic authorities make fresh demands on the institutional provision of new “rules of the 
game”. The provision of these rules is impossible without a critical rethinking of the 
informatisation of society and the development of new approaches to localization and 
the economic and informational security of the country. The dynamics of online digital 
platforms have influenced the very essence of democratic processes and political com-
munication, and there are numerous breaches of privacy and security threats caused by 
social networks (Dijck 2020). Support for sustainable societal values such as tolerance, 
democracy, and transparency is increasingly undermined by the global “exports” of 
US technology companies that dominate Internet infrastructure to distribute cultural 
online goods such as: news, videos, social conversations, and private communication 
(Geltzer and Gosh 2018).

Methodology

Global civilizational development acquires new features, values in society change, the 
environment changes, natural reserves of energy resources and minerals are depleted, 
the population on earth grows, and both short- and long-term changes occur in various 
spheres of human activity. This cannot affect qualitative and quantitative indicators of 
economic development, the evolution of organizational and economic forms, and the 
means of exchange of goods and information. That is, there is an evolutionary change of 
the paradigm of social existence on a planetary scale, along with which there is a gradual 
change of values and social relations in developed countries and a radical (revolutionary) 
transformation of economic and other spheres in post-socialist countries.

The study of the genesis of the institutional role of information in society and its 
impact on the development of mankind, along with its accompanying system of values, 
allowed us to put forward the following hypotheses.

Hypothesis 1. Digital transformations in all spheres of human life lead to changes in 
the values of society, and of youth in particular.

Hypothesis 2. There is heterogeneity of priorities in the value orientations of youth 
in Ukraine.

Consider a complex, interdisciplinary, multidimensional category of “values”. Hu-
man values are studied by an entire field of philosophy – axiology – and in social science, 
there is a direction of study dedicated to the sociology of values. In sociology, values are 
considered as norms or regulators of activity, highlighting values-norms, values-ideals, 
and values-goals links. In psychology, the concept of a value is equivalent to a set of men-
tal phenomena, including life position (L. Bozhovich), personal meaning (O. Leontiev), 
and psychological relations (V. Myasishchev). In pedagogy, the study of the problem 
of values is carried out in conjunction with other important areas of education and up-
bringing in the system of civic, national, moral, aesthetic, labour, and family education 
(Kremin 2008).

Values play the role of integrating, socializing, and communicating foundations in 
the life of a society, providing it with spiritual-volitional unity, a high level of self-aware-
ness, and the organization of its members. Social values are formed gradually as a set of 
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habits, methods of human life, and specific forms of behaviour passed down from gen-
eration to generation (Radula 2004).

Value – the property of a social object to meet certain needs of the social subject (per-
son, group of people, or society) – represents the concept by which the socio-historical 
significance for society and the personal meaning for a person of certain real phenomena 
are characterized (Radula 2004). Value is the significance of certain realities in terms of 
meeting material and spiritual needs and human interests; it is something that a person 
can value that is meaningful and important to them (Kremin 2008).

Among the more stable values, three groups can be distinguished: 1) traditional 
values – absolute and family (these are the basis of the spiritual sphere of man); 2) so-
cial values – civic and national (these reflect the social significance of man, and his in-
clusion in the social community); and 3) digital values – new values that have emerged 
under the influence of the technological revolution, technological development, and 
digitization.

Since young people have a much greater ability to adapt to the processes of digi-
talization, the tendency to change values is particularly noticeable in this category of 
society. Youth is an important component of modern Ukrainian society, the bearer of 
intellectual potential, and a determining factor of socio-economic progress (Ministry 
of Justice, n.d.).

A sociological survey conducted in Ukraine among young people aged 14–34 – “Dig-
ital technologies in youth work” – indicated that almost all young people use the Internet 
every day. Most young people use a mobile phone/smartphone (93.8%) or a personal 
computer/laptop (65.9%) to access the Internet. On the Internet, respondents usually 
communicate on social networks (92.8%), search for information for study and work 
(86.2%), use e-mail (82.2%), and use messenger services such as Skype, Viber, Messenger, 
etc. (82.2%) (State Institute of Family and Youth Policy, 2020).

The entry of digital technologies into all spheres of life affects the overall picture of 
the value orientations of young people. To identify the values of the youth of Ukrainian 
society and their respective transformation, the authors conducted a sociological study. 
The organization and conduct of the study included the following stages:

1)	 preparatory (the development of the program and research tools);
2)	 field (the collection of primary sociological information);
3)	 information processing;
4)	 analysis of the received information, and the preparation of the final documents 

containing conclusions and recommendations.
An appropriate program was developed to prepare a sociological study (Table 1).
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Table 1. Program of sociological research into the values of the youth of Ukrainian society

Methodological section

1. Research problem The challenges of the 21st century affect all spheres of 
society, the state, and the value orientations of young 
persons

2. Object of study Youth as a socio-demographic group of Ukrainian society 
and the driving force of its development

3. Subject of study The values of the youth of Ukrainian society

4. Aim of the study Identifying the values of young people as a result of the 
challenges of the 21st century

5. Objectives of the study  Defining the manifestation of a group of youth values: 
absolute (traditional), family, public, national, and digital.
 Comparison of the results of the value orientations of 
youth with the results of previous research.

Procedural (methodical) section

1. Determination of the sample Sample population: 115 respondents mostly aged 17–25 
who, according to the UN and UNESCO, are classified as 
young persons

2. Term November 2020–December 2021

3. Definition of methods of collecting 
sociological information

Method: online survey

4. The structure of tools for collecting 
sociological information

The questionnaire consisted of 2 blocks, which included 
5 questions. In the first block, each respondent was asked 
to select 2 to 6 values that were most important to them 
from a from a list of absolute human, national, social, 
family, and digital values. In the second block, it was nec-
essary to assess the significance of these groups of values 
on a 5-point scale (where 1 was least significant, 3 average 
significance, and 5 most significant)
The information was collected via the Internet, using the 
Google Forms tool.

5. Logical scheme of primary socio-
logical information processing

 Processing of primary data;
 Analysis and interpretation of the obtained data;
 Comparison of survey results with previous studies;
 Generalization of conclusions

Results 

The results of the first block (the online youth survey) allowed for primary data on 
the value orientations of young people to be obtained. This was then summarized based 
on groups of values:

•• absolute (honesty, love, justice, truth, kindness, freedom, dignity, faith, generosity, 
forgiveness, etc.);
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•• family (care for children, care for parents, family loyalty, consent and trust in the 
family, the mutual love of parents, respect for ancestors, etc.);

•• civil (equality of citizens before the law, right to life and self-worth, right to free-
dom of thought, tolerance of other people’s views, respect for the law, etc.)

•• national (attention to the ecological state of the region, state of independence of 
Ukraine, the desire to build a just system of government, love for native culture, 
language, and traditions, historical memory, etc.);

•• digital (digital technologies, energy efficiency, digital public services, the ability to 
use the latest technologies, remote monitoring, remote work, communication on 
social networks, e-market, etc.).

The results of the second block of the study revealed the significance of each group 
of values for modern youth. These results were then processed, and are presented in 
Figures 2–6.
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respondents.
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As can be seen in Fig. 4, the significance of this group of values had a completely 
different distribution than absolute and family values. National values were not high-
priority for all young people, which confirms hypothesis 2. However, 30.6% of respon-
dents still gave this block of values the maximum significance, these values were fairly 
significant for 32.4% of respondents, and only 12.6% considered this category of values 
not significant. The group of national values includes attention to the ecological situa-
tion, which had a significance of 61.9% – the highest in this group. These results also 
suggest that the desire of Ukrainians to build a just state structure has sharply increased, 
as the importance of this value has increased from 4.9% to 45.1%.
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A similar situation was observed with digital values. Again, the most frequent re-
sponse of young people (33.9%) was to attach average importance to them in their lives. 
Only 13.4% did not feel that these values were significant in their lives, and 22.3% con-
sidered them highly significant.

The analysis of the results of the social survey of the values of the youth of Ukrainian 
society was carried out based on descriptive statistics using the STATISTICA program 
package (Table 2).
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Table 2. The descriptive statistics of the results of the social study of the values of the youth  
of Ukrainian society

Variable Valid 
N

Mean Me-
dian

Mode Fre-
quency 

of 
Mode

Mini-
mum

Maxi-
mum

Std.Dev. Skew-
ness

Kurtosis

National 
values

111 3.783784 4.0000 4.0000 36 1.0000 5.0000 1.073697 −0.58804 −0.366037

Absolute 
values

111 4.450450 5.0000 5.0000 67 1.0000 5.0000 0.817299 −1.82190 4.2222614

Public 
values

111 4.072072 4.0000 4.0000 48 2.0000 5.0000 0.771206 −0.24598 −0.926699

Family 
values

112 4.669643 5.0000 5.0000 88 1.0000 5.0000 0.727682 −2.54029 7.029489

Digital 
values

112 3.580357 4.0000 3.0000 38 1.0000 5.0000 1.053851 −0.35680 −0.362429

As can be seen from Table 2, on average, the values given most priority among young 
people were absolute and family values. The distribution of the survey results for all 
blocks of values had a right-hand bias, as evidenced by the asymmetry coefficient. This 
was largest for family and absolute values, at −2.54 and −1.2, respectively.

Interestingly, there was no relationship between the significance of the proposed val-
ue blocks for young people, except for between digital and public values. The correlation 
coefficient between these blocks was 0.53, and the regression equation was:

у= 2.46 + 0.45х	 (1),
where x represents public values, and y represents digital values.

The analysis of the obtained results in comparison with previous research on the 
value orientations of youth in Ukraine testifies to their gradual transformation. In par-
ticular, while family and absolute values have maintained their leading positions, the 
manifestation of public and national values has increased. Besides this development, 
digital values have become more important, which confirms hypothesis 1.

Transformation of values is an important factor in the development of society as 
a whole, and specifically in the main areas of cultural, economic, political, and social 
change.

In this regard, it is worthwhile highlighting some important aspects.
1.	 Recently, increasing attention is being paid to the knowledge economy, the inno-

vation economy, the circular economy, and economic culture, which are related 
to the human factor. Therefore, “it is necessary to identify those attitudes, values, 
beliefs that support economic development, prosperity and prosperity of the na-
tion. Determinants here are the dominant values of the basis of well-being. Pros-
perous societies that are supporters of the future, education, success, and skill, 
supporters of the ideals of freedom, community, and justice. The greatest engine 
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of progress is human creativity. The fastest-growing society, which most success-
fully helps its people to realize their creative potential” (Harech 2018).

2.	 The concept of the circular economy is aimed at decoupling economic growth and 
development from the consumption of finite resources, which is gaining popu-
larity due to the problems faced by humanity in the 21st century. However, the 
introduction of this economic concept in different countries around the world 
is occurring at different rates, which is associated not only with the economic 
and technological level of development but also with the values in each society 
regarding the ecological condition of its regions. In Ukraine, this value is growing 
stronger. According to the social survey conducted in this paper, 61.9 % of young 
people consider this value a priority.

3.	 The digitalization of society leads to the development of the digital economy and 
the corresponding requirements for labour resources, the availability of digital 
skills, and the values of employees. It should be noted that “a new generation has 
already emerged, which plays a key role in the success of digital economy com-
panies due to their technological skills. This generation is characterized by the 
rejection of useless work, titles, bureaucracy, with an inherent desire to work in 
cross-functional teams, continuous development, and self-expression” (Ustenko 
and Ruskykh 2019).

4.	 The development of society and the economic growth of the state is associated 
with a number of factors, among which a significant place is occupied by the 
transformation of values, the changing of consciousness of people, their priori-
ties, their life goals, and the direction of their activity. Such a transformation is 
not rapid and must take a certain evolutionary path. At the same time, in crisis 
conditions (during internal and external threats) these processes can be acceler-
ated due to the development of civil society, reforms in all its main areas, and the 
interpenetration of cultural, economic, and social factors.

The results of this empirical study can be used to shape youth policy and educational 
work in higher education institutions in Ukraine.

Conclusions

The studies presented in this paper allow us to draw the following conclusions.
1.	 The driving force behind the development of society is youth. The analysis of 

the results of the empirical study of the value orientations of young people in 
Ukraine revealed the largest support for the group of traditional values in 2020. 
This group contained family values and absolute values. At the same time, there 
is increasing growth and attention towards public and national values. The pro-
posed new group of digital values occupied the middle position. The results of 
the research testify to the gradual transformation of the value orientation of the 
youth of Ukrainian society under the influence of the challenges of the 21st cen-
tury. Hypotheses 2 is accepted;



61Intellectual Economics. 2021 15(1) T. 19, Nr. 4, p. -63

2.	 Digital values are becoming increasingly important. However, whether this af-
fects the priority of other values in society has not been established in this study. 
This is a direction for the further research of the authors.

Thus, like all global processes currently taking place, the process of digitalization will 
have positive and negative effects on the future of society. On the one hand, it provides 
endless opportunities in some areas of human existence. However, it also poses global 
challenges in others. New systems of human life change the system of values, culture, 
and traditions. They can also lead to psycho-emotional devastation, and can significantly 
deepen inequality in society based on the different levels of availability of new technolo-
gies for different groups. Such inequality can differentiate countries as a whole based on 
the level of use of advanced technologies, which will lead to a polarization of priorities 
in the values of the societies in these countries. At the same time, the latest technologies 
provide ample opportunities in the single-world space for communication, training, and 
employment, and allow for the solving of global economic problems by:

•• creating new solutions to economic crises by increasing the intensity of scaling 
the introduction of cryptocurrency systems and the use of other new technologies 
which provide significant advantages in the international market;

•• overcoming the problem of overproduction by personalizing interaction with cli-
ents, virtual logistics, and personal unmanned delivery;

•• creating and providing smart cities and smart settlements, which will increase the 
economic efficiency of their operation and reduce negative impacts on the environ-
ment;

•• improving the quality of life of the elderly population through advances in medi-
cine;

•• solving energy saving problems;
•• providing access to lifelong learning for all segments of the population without 

spatial and temporal constraints.
It is important to have a global vision of society, to take measures to prepare human-

ity for change, to develop strategies for information and technological development, and 
to establish common moral and ethical norms of human existence.
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1. Introduction

Financial development is a multidisciplinary term that encompasses a potentially 
significant framework for long-term financial and economic development (Hussain and 
Kumar Chakraborty 2012). It plays a vital role in the stability and growth of the banking 
sector (Demirgüç-Kunt and Huizinga 2000). Financial development not only increases 
the volume of financial services provided by financial institutions, but also significantly 
influences the severity of financial or economic crises. Financial development also in-
creases the demand for funds in the financial system. Therefore, higher financial devel-
opment imparts higher competition in financial markets. Higher competition eradicates 
abnormal profit, and encourages financial organizations toward higher risk-taking to 
sustain their profits. 

The literature on bank risk-taking and financial performance is voluminous, but it 
has failed to investigate the impact of financial development, particularly in US banking 
from 2002 to 2019. Therefore, the partial nature of the literature in this field motivates the 
authors to explore the following questions regarding the impact of financial development 
on the risk-taking behavior of the large insured commercial banks of the USA. How does 
financial development influence the risk-taking behavior of large insured commercial 
banks in the USA? Is the relationship similar in the pre, amid, and post-crisis periods? 
Is the influence of financial development identical for well-capitalized, adequately capi-
talized, under-capitalized, significantly under-capitalized, high, and low liquid large in-
sured commercial banks?

This study explores the influence of financial development on bank risk-taking, 
measured as the capitalization, risk-weighted assets, and Z-score of the large insured 
commercial banks in the USA from 2002 to 2019. The role of economic activities si-
multaneously remains significant in influencing the development, progress, and stabil-
ity of financial institutions. This research is motivated by a number of recent studies, 
including: Shahbaz, Bhattacharya, and Mahalik 2018; Tran and Nguyen 2020; Vithes-
sonthi 2014a; and Vithessonthi and Tongurai 2016. Currently, the relationship between 
financial development and bank risk-taking is an emerging debate among policymakers, 
researchers, decision-makers, regulators, and economists. For example, Vithessonthi’s 
(2014a) was the first study that attempted to explore the impact of financial develop-
ment on the risk-taking behavior of banks in Southeast Asian Economies.  Recently, this 
work was extended by Tran and Nguyen (2020), who studied similar economies in Asia. 
Vithessonthi (2014b) also provided evidence for the influence of financial development 
on the risk-taking of Thai banks. However, as yet there has been no work studying the 
impact of financial development on the risk-taking of commercial banks in the USA. To 
the best of our knowledge, in the specific context of the USA, the only relevant study is 
from Vithessonthi and Tongurai (2016), who investigated the role of financial develop-
ment on the risk-taking of 37 commercial banks in seven South American states from 
1991 to 2012. 
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Our study contributes to the existing literature on the impact of financial develop-
ment on the risk-taking behavior of commercial banks in many ways. First, this research 
systematically explores the impact of financial development on banks’ risk-taking in the 
USA, which has received scant attention thus far. Second, this study examines the rela-
tionship between financial development and risk-taking in various market conditions 
(pre, amid, and post-crisis periods). Third, this study adds to the current literature by 
looking into the impact of financial development on risk-taking for well-capitalized, ad-
equately capitalized, under-capitalized, significantly under-capitalized, high-, and low-
liquid major insured commercial banks. Lastly, from a policy perspective, the empirical 
predictions of this study are unique because they shed light on the links between various 
proxies of bank risk-taking and financial development for appropriate decision-making 
and regulation in banking.  

This study provides various insights that should be considered when dealing with the 
risk-taking and stability of commercial banks in the US. For example, the results confirm 
a significant relationship between financial development, risk-taking, and the stability of 
commercial banks. The impact of financial development on risk-taking is not identical 
across various categories of banks in the US. The results in this paper show that financial 
development increases the risk-taking of commercial banks when risk is measured as 
capital ratio. These results explore the notion that financial development is critical for 
adequately capitalized, under-capitalized, significantly under-capitalized, high, and low 
liquid major insured commercial banks. The outcomes of this paper also conclude that 
the impact of financial development on the risk-taking of commercial banks is not identi-
cal in pre-, amid, and post-crisis eras. 

This study is organized as follows: the subsequent Section briefly discusses surround-
ing literature and the development of the hypotheses; the third Section contains the data 
and the econometric model; the fourth Part consists of the discussion of results; and the 
final Section provides conclusions and policy recommendations. 

2. Review of Literature 

2.1. Theoretical Framework 

Theories linking bank risk-taking to economic indicators are not scarce in the bank-
ing literature. Banking literature studying the correlation between macroeconomic ac-
tivities and their basis in the financial system goes back to the theories presented by Ber-
nanke, Gertler, and Gilchrist (1998), and King and Plosser (1982). Pesaran, Schuermann, 
Treutler, and Weiner (2006), for example, presented a model that linked the business cy-
cle and the credit portfolios of banks. The countercyclical hypothesis suggests that banks 
take on higher risk in poor economic conditions to sustain their returns, whereas the 
pro-cyclical hypothesis suggests that banks take on higher risk in good economic condi-
tions (Jokipii and Milne 2008). Rapid growth in the financial system motivates financial 
institutions to take on higher risk at a lower capital basis, which is in line with the moral 
hazard hypothesis (Espenlaub, Khurshed, and Sitthipongpanich 2012). Higher financial 
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development increases the competition among firms to sustain their market value, in 
line with the financial fragility hypothesis and the financial stability hypothesis in bank-
ing (Beck 2008; Marcus 1984). In boom economic conditions, the regulatory hypothesis 
suggests that financial firms increase their capital base with increased risk (Shrieves and 
Dahl 1992). Finally, yet importantly, through various channels, the agency theory al-
ways remains critical in financial literature. Higher risk-taking may become beneficial for 
management in the shape of higher compensation in terms of wages, and for sharehold-
ers in terms of higher returns. 

2.2. Hypotheses Development 

Financial development has a positive influence on economic activities (Guiso, Sapi-
enza, and Zingales 2004; Ndikumana 2005); simultaneously, it increases the risk-taking 
of financial institutions. Because financial development creates demand for loans and fi-
nancial institutions lend more to earn higher profits, the risk of financial firms is increased 
(Foos, Norden, and Weber 2010). Gimet and Lagoarde-Segot (2012) argue in their study 
that a boost in the stock market increases the demand for loans, which lead banks to take 
higher risks. Theoretically, the idea of a positive relationship between financial devel-
opment and bank risk-taking is in line with the competition fragility hypothesis (Beck 
2008; Marcus 1984). Conversely, higher financial development may decrease a finan-
cial institutions’ risk-taking (Vithessonthi and Tongurai 2016). This notion is consistent 
with the argument of Vithessonthi and Tongurai (2016), who suggest that when financial 
markets further develop commercial banks face higher competition, which increases the 
risk-taking of banks seeking to achieve higher profits. In the case of increased financial 
development, more opportunities are created for investors to secure higher profits that 
improve the repaying ability of investors to financial institutions. This suggests that an 
increase in financial development decreases the default risk of commercial banks.  

Moreover, financial development influences risk-taking arising from bank lending. 
Therefore, this phenomenon is significant for policymakers and regulators in under-
standing the effect of financial development on bank risk-taking. A workaround towards 
regulation that incorporates the impact of financial development and commercial bank 
risk-taking is lacking. The existing literature provides evidence that the growth of fi-
nancial markets and other economic activities contributes to the stability, progress, and 
development of the financial system. The relationship between economic activities and 
financial institutions is obvious, and is mandatory in propagating the economic cycle 
(Hussain and Kumar Chakraborty 2012). The literature supports the positive effect of 
financial development on economic activities (Levine and Zervos 1998; Merton 1995). 
Fundamentally, the development of financial markets affects the efficiency of finan-
cial services, the distribution of funds, risk management, and the economical flow of 
money. Improvements in the financial system (e.g., improvements in bank guidelines) 
may also affect how banks operate and behave. These improvements can have either 
a positive or a detrimental effect on the soundness of the financial structure and the 
stability of the monetary framework (Vithessonthi and Tongurai 2016). Theoretically, 



68 Integrated Reporting in the Conditions of Sustainable Development: Institutionalization Through...

financial development may positively or negatively influence the risk-taking of commer-
cial banks. The empirical literature provides evidence that financial development creates 
opportunities to efficiently allocate funds and to optimize investment portfolios at lower 
risk (Beck 2008; Law, Tan, and Azman‐Saini 2015).

Tran and Nguyen (2020) examined the impact of financial market development on 
risk-taking in six Southeast Asian economies. Their study concluded that the effect of 
financial development on the Z-score index was positive and significant, and that the 
impact of financial development was negative on non-performing loans. Vithessonthi 
(2014a) explored the influence of financial development on the risk-taking of banks in 
Asian countries. Their study found that an increase in financial development increased 
the risk-taking of banks. Vithessonthi (2014b) also conducted a study in Thailand, which 
confirmed that there was a negative and significant relationship between stock market 
development and bank risk-taking. This study also suggested that an increase in financial 
market development decreased the risk-taking of Thai banks. Despite the gainful impacts 
of financial development on the risk-taking of banks, there has been limited exploration 
of its conceivable detrimental impacts on banks and financial frameworks. In light of the 
ambiguous and inconclusive nature of the surrounding literature, we have developed the 
following hypothesis:

Hypothesis 1: Financial development positively affects the risk-taking of large commer-
cial banks in the USA. 

Bikker and Metzemakers (2005) provided evidence to suggest that economic activi-
ties/business cycles significantly influence bank risk-taking. According to their findings, 
banks lend more in expansionary economic conditions and decrease lending during con-
tractionary economic conditions. Their study also documented banks experiencing an 
abnormal rise in non-performing loans under weak economic conditions (such as the 
financial crisis). To extend the debate surrounding economic activities to their influence 
on the risk-taking of commercial banks, Abbas and Masood (2020) concluded that the 
adjustment of bank capital ratios was not similar in pre, amid, and post-crisis eras. Claes-
sens, Kose, and Terrones (2012) discussed and compared the business cycle and bank 
risk-taking in emerging and developed economies. They concluded that the impact of the 
business recession on decreasing output was doubled in emerging economies compared 
to in developed countries. Abbas, Ali, and Rubbaniy (2021) documented that the speed of 
regulatory capital ratio adjustment varies across different market conditions (pre, amid, 
and post-crisis periods). Williams and Nguyen (2005) argued that financial liberalization 
in Southeast Asian economies boosts the performance of commercial banks. Espenlaub 
et al. (2012) provided evidence in favor of moral hazard issues due to financial reforms in 
Asian countries after the financial crisis.

Hypothesis 2: The impact of financial development on banks’ risk-taking varies with 
market conditions (pre, amid, and post-crisis periods).

Abbas, Batool, and Sulehri (2020) recently investigated the impact of trade, invest-
ment, and financial freedom on the risk-taking of well-capitalized, under-capitalized, 
high, and low liquid US banks. Their study concluded that their findings were not iden-
tical for all categories of banks. Abbas, Yousaf, Ali, and Wong (2021) investigated the 
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role of economic growth on risk-taking and bank capital ratios based on the character-
istics of banks regarding liquidity and capitalization. Their study explored heteroge-
neous findings for well-capitalized, under-capitalized, high, and low liquid banks in the 
US. Vithessonthi and Tongurai (2016) conducted a study in South America to assess 
the impact of financial development on risk-taking, and in their analysis proved that 
financial market development boosts bank capitalization and decreases the dependence 
of banks on non-traditional banking activities. Their study concluded that financial 
development, on average, reduces bank risk-taking. Abbas and Masood (2020) con-
cluded in their study that the adjustment of well-capitalized, under-capitalized, high, 
and low-liquid banks is not similar. Abdul Hamid, Azmi, and Ali (2020) explored the 
impact of financial development on bank capitalization, noting that it is not similar 
between Islamic and conventional banks. Abbas and Ali (2020) reported on the differ-
ences between state-charter member and non-member banks in their study. In light of 
the ambiguous and inconclusive nature of the literature, we have developed the follow-
ing hypothesis:

Hypothesis 3: The impact of financial development on risk-taking varies across the 
characteristics of banks.

3. Data and Methodology 

3.1 Data and Sample Selection

To obtain results on how financial development influences the risk-taking of major 
US commercial banks, bank-specific data for 2002–2019 were collected from the balance 
sheets and the income statements of commercial banks available at the Federal Deposit 
Insurance Corporation (FDIC).12 The data for financial development indicators, trade 
openness, real gross domestic products, and inflation rate were taken from the World 
Bank23 indicators database. The study sample comprises US-insured commercial banks as 
defined in FDIC reports and, further, involves assets on a consolidated basis. In nearly 
1806, several banks were listed as on dated 31 December 2019.34 For definitions of vari-
ables and details of proxy measurement, see Table 1.   

Nevertheless, for sufficient and reliable data analysis, the criteria for inclusion into 
the study sample were as follows: on the stated date, the status of the listed bank must 
be active; there must be no missing data for dependent variables for any period; and the 
bank’s assets must total at least $300 million as of 31 December 2019. After filtering based 
on the above parameters, 945 banks were selected for the study. If the overall risk-based 
capital ratio of a bank was 10% or above, it was characterized as well-capitalized, if the ra-
tio was between 8% and 10% it was graded as adequately-capitalized, and if the ratio was 
less than 8% it was considered under-capitalized. This study also classified the sample 
into high- and low-liquid banks based on the average liquidity ratio. 

1	 https://www7.fdic.gov/idasp/advSearchLanding.asp
2	 https://data.worldbank.org/indicator
3	 https://www.federalreserve.gov/releases/lbr/current/

https://www7.fdic.gov/idasp/advSearchLanding.asp
https://data.worldbank.org/indicator
https://www.federalreserve.gov/releases/lbr/current/
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Table 1. Variables measurement 

Variables Names Measurements 

Capital ratio Total equity/Total assets (Abbas, Rubbaniy and Ali 2021; 
Tongurai and Vithessonthi 2020)

Risk-based capital ratio Tier-I plus Tier-II/risk-weighted assets (Vithessonthi 
2014b)

Bank Risk-taking (RWA) Risk-weighted assets/total assets (Abbas and Masood 
2020)

Z-score Index Equity/ta Plus ROA/σ of ROA (Jiang, Levine, and Lin 
2017; Tran and Nguyen 2020)

Financial Development (SMC) Market Capitalization to GDP ratio (Abdul Hamid et al. 
2020)

Financial Development (DCB) Domestic credit to the private sector by banks to GDP 
ratio (Abdul Hamid et al. 2020)

Financial Development (BSD) Banking industry assets to GDP ratio (Demirgüç-Kunt 
and Huizinga 2000)

Liquidity Liquid assets/total assets (Yousaf, Ali and Hassan 2019a)

Profitability Net income/total assets (Yagli 2020)

Loans ratio Net loans/total assets (Ali, Shah and Chughtai 2019)

Deposits ratio Deposits/total assets (Vithessonthi 2014b)

Bank size Natural log of total assets (Yousaf, Ali and Hassan 
2019b)

Business trend Real gross demotic product (Tran and Nguyen 2020)

Trade Openness Import plus exports/GDP ratio (Tran and Nguyen 2020)

Inflation rate Consumer Price Index 

3.2 Econometric Model

The primary purpose of this study is to highlight the impact of financial development 
on bank risk-taking. This econometric relationship can be shown in the following equa-
tions:

Yi,t = α + β1Xi,t + β2Zi,t + ηt + υt + εi,t	 (1)
Here, Y represents the dependent variable of risk-taking (bank capitalization, RWA, 

and Z-score index), α is a constant, i is a cross-section which is a bank, t is time in the 
form of a year, X represents the independent variable of financial development (DCB, 
SMC, and BSD), Z represents control variables that include liquidity, profitability, loan 
growth, deposit ratio, bank size, trade openness, real gross domestic product, and infla-
tion rate. The symbol  represents bank-fixed effects,  represents period-fixed effects, and  
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represents the zero-mean disturbance term. The above equation (1) represents the static 
form of the regression model. The results of a static econometric model of linear regres-
sion do not incorporate various issues of autocorrelation, heteroscedasticity of model 
parameters, or data simultaneity, and hence lead to a biased result. In order to avoid 
issues of endogeneity (mainly taken as the correlation of several explanatory variables 
with their error terms in the respective model) and a dependence on lagged informa-
tion from such endogenous variables, this study demonstrates a dynamic panel dataset 
methodology for the estimation of unbiased, precise, and consistent estimators (Arellano 
and Bond 1991; Roodman 2009; Vithessonthi and Tongurai 2016). Further, the widely 
used technique of the two-step linear GMM estimator model is used in the analysis, as 
it is considered to be more suitable and reliable than the panel estimators described in 
one-step GMM linear models (Windmeijer (2005). The model equation below shows the 
dynamic nature of the two-step panel dataset approach:

Yi,t = α + β1Yi,t–1 + β2Xi,t + β3Zi,t + εi,t	 (2)
Here,  represents the lagged values of dependent variables in bank risk-taking. The 

coefficient concerning the economic variables of the study exerts a short-term impact 
on a bank’s risk-taking exposure in the econometric models described above. This study 
highlights the influence of financial development on the bank’s risk-taking conditions for 
the three proxies of pre-crisis, amid-crisis, and post-crisis periods. The following model 
equation shows the inclusion of dummies () of explanatory variables for the description 
of the crisis period:

Yi,t = α + β1Yi,t–1 + β2Xi,t + β3TDi,t + β4Zi,t + εi,t	 (3)

4. Empirical Analysis  

4.1 Descriptive Statistics

Table 2 contains information on the proxies used to investigate the impact of finan-
cial development on risk-taking. The statistics indicate that the average ratio of capital 
was 10.2%, with a standard deviation of 1.8%. The average percentage of risk-weighted 
assets was 72.5%, with a standard deviation of 11%. The average financial development 
(SMC) was 7.8%, with a standard deviation of 0.8%. The mean value of financial devel-
opment (DCB) was 53%, with a standard deviation of 3%. No abnormality was found in 
the descriptive statistics, and these values are in line with previous studies in a similar 
context.
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Table 2. Descriptive statistics 

 Variable  Obs  Mean  Std. dev.  Min  Max
Risk-based capital 16,065 0.141 0.027 0.024 0.275
Capital 16,065 0.102 0.018 0.065 0.173
Risk-taking (RWA) 16,065 0.725 0.110 0.360 1.154
Z-score index 16,065 0.269 0.173 −0.125 0.720
Financial Development (SMC) 16,065 0.078 0.008 0.061 0.088
Financial development (DCB) 16,065 0.530 0.030 0.494 0.598
Financial development (BSD) 16,065 0.137 0.027 0.097 0.184
Liquidity 16,065 0.048 0.027 −0.054 0.156
Profitability 16,065 0.009 0.005 −0.051 0.027
Loans 16,065 0.714 0.148 0.044 1.185
Deposits 16,065 0.139 0.271 −0.171 2.909
Size 16,065 13.58 0.950 12.259 15.538
Trade openness 16,065 0.154 0.012 0.130 0.174
Business trend 16,065 0.020 0.014 −0.025 0.038
Inflation rate 16,065 1.934 0.649 0.759 3.218

Source: authors’ calculation using Stata.

Table 3. Pairwise correlations 

Variables (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)
Capital 1
RWA 0.039* 1
Z-score index 0.163* -0.107* 1
SMC -0.064* 0.038* -0.005 1
DCB -0.130* 0.121* -0.030* 0.144* 1
Liquidity 0.036* -0.150* -0.081* -0.176* -0.207* 1

Profitability 0.062* 0.026* 0.105* 0.253* 0.012 -0.074* 1

Loan -0.084* 0.648* -0.109* 0.090* 0.148* -0.151* 0.034* 1
Deposit 0.010 0.019* 0.071* -0.004 -0.005 0.032* 0.025* -0.073* 1
Size 0.134* 0.112* 0.133* -0.109* -0.096* -0.064* -0.040* -0.038* 0.101* 1
Trade openness 0.070* -0.009 0.021* -0.140* 0.253* 0.042* 0.001 -0.011 0.001 0.086* 1
Business trend 0.018* -0.011 0.012 0.638* -0.211* -0.061* 0.166* 0.005 -0.000 -0.024* 0.062* 1
Inflation -0.097* 0.035* -0.018* 0.543* 0.465* -0.193* 0.132* 0.083* -0.005 -0.127* 0.277* 0.546* 1
* shows significance at the .05 level. Here, due to issues of space, we use the following acronyms for financial develop-
ment: stock market development (SMC), domestic credit provided by banks to the private sector (DCB), and risk-
weighted assets to total assets (RWA). 

Table 3 reports the correlation results among the proxies used in the analysis. These 
findings confirm that there was no problem with the high correlation between explanato-
ry variables. Moreover, it was also found that the relationship among variables was as per 
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the economic theory. The low correlation between explanatory variables also indicated 
that there was no problem with high multicollinearity. The findings of the correlation 
matrix are in line with those of previous studies. 

4.2 Base model results for the full sample of banks

Table 4. The results of the impact of financial development on bank risk-taking  
for the full sample of banks

(1) (2) (3) (4) (5) (6)
VARIABLES Capital ratio RWA Z-Score Capital ratio RWA Z-Score
Lagged risk-taking 0.805*** 0.797*** 0.960*** 0.791*** 0.833*** 0.996***

(0.040) (0.030) (0.034) (0.042) (0.030) (0.031)
SMC −0.089** −1.188*** 0.998***

(0.035) (0.369) (0.259)
DCB −0.017** −0.146*** 0.237***

(0.007) (0.044) (0.059)
Liquidity −0.014*** −0.509*** −0.030* −0.014*** −0.504*** −0.008

(0.004) (0.022) (0.016) (0.004) (0.021) (0.017)
Profitability 0.281*** 0.661*** 0.269*** 0.492***

(0.026) (0.130) (0.024) (0.100)
Loans −0.009*** 0.082*** −0.031*** −0.009*** 0.067*** −0.029***

(0.001) (0.014) (0.004) (0.001) (0.013) (0.004)
Deposits −0.001 0.004** 0.001 −0.001 0.003* −0.001

(0.000) (0.002) (0.002) (0.000) (0.002) (0.001)
Size 0.001*** −0.001* 0.001 0.001*** −0.002*** 0.001

(0.000) (0.001) (0.001) (0.000) (0.001) (0.001)
Business trend 0.004 0.520*** −0.169** −0.028*** 0.166*** 0.222***

(0.010) (0.088) (0.068) (0.009) (0.050) (0.044)
Trade openness 0.001*** 0.001*** −0.001 0.001*** 0.001*** −0.001***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Inflation 0.001** 0.002 −0.003*** 0.001** 0.001 −0.005***

(0.000) (0.002) (0.001) (0.000) (0.001) (0.001)
Constant 0.020*** 0.181*** −0.043** 0.024*** 0.169*** −0.100***

(0.005) (0.028) (0.019) (0.006) (0.024) (0.032)
Observations 16,065 16,065 16,065 16,065 16,065 16,065
Number of id 945 945 945 945 945 945
No. of instruments 12 12 11 12 12 11
AR (2) 0.188 0.069 0.729 0.183 0.159 0.578
Hansen values 0.102 0.304 0.169 0.094 0.366 0.422

Robust standard errors are reported in parenthesis (*** p < 0.01, ** p < 0.05, * p < 0.1)
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Table 4 contains the findings of a two-step GMM system framework. Table 4, column 1, 
reports the impact of stock market capitalization (SMC) on bank capitalization. These find-
ings reject hypothesis 1 of the study. The results show that SMC and domestic credit pro-
vided by banks to the private sector (DCB) increase the risk-taking of commercial banks by 
lowering their capitalization, which is in line with the moral hazard hypothesis (Jacques and 
Nigro 1997)1997. The negative relationship between bank capitalization and the business 
cycle is also consistent with the findings of other authors (Ayuso, Pérez, and Saurina 2004; 
Lindquist 2004; Stolz and Wedow 2011), and contradicts (Abdul Hamid et al. 2020; Vithes-
sonthi 2014b). In line with the findings of other authors, (Williams and Nguyen 2005) fi-
nancial development decreases risk-taking by reducing investment in risk-weighted assets. 
However, SMC and DCB are better for the stability of large commercial banks.

These findings show a negative and statistically significant relationship between SMC 
and bank capitalization. The negative impact of SMC indicates that an increase in stock 
market business tends to decrease bank capitalization. Because of the rise in SMC, the de-
mand for loans increases, boosting risk-taking behavior among banks. This argument is in 
line with the hypothesis of competition fragility in banking. Table 4, column 2 contains the 
results for the impact of SMC on bank risk-taking when measuring the ratio of risk-weight-
ed assets to total assets. These findings reveal that there is a negative relationship between 
bank risk-taking and SMC. Development in the stock market decreases the investment of 
commercial banks in risky assets as it motivates banks to invest in the stock market, which 
represents a better opportunity than lending to risky borrowers. SMC reduces the depen-
dence of commercial banks on investing in risky assets, because SMC provides opportuni-
ties to invest in the stock market and attain higher profits at a lower risk than risky assets in 
a shorter period. In banking literature, this justification is consistent with the competition 
stability hypothesis. The third proxy of bank risk-taking is the Z-score index. The results of 
Table 4, column 3, provide robust evidence in favor of the competition stability hypothesis. 
These findings allow us to explore the idea that a positive change in SMC contributes to 
stabilizing commercial banks in the USA. According to our empirical predictions, stock 
market development is favorable for the stability of the financial system in the USA.

The second proxy of financial development is DCB. This proxy is more specific to 
banking operations than the measurement of SMC. Table 4, columns 4, 5, and 6, contain 
the impact of DCB on bank capitalization, ratio of risk-weighted assets to total assets, and 
Z-score index. Surprisingly, concerning the sign and significance, these findings are in 
line with the proxy of SMC. The impact of DCB on bank capitalization and risk-weighted 
asset ratio is significant and negative.

On the contrary, the impact on Z-score is significant and positive. These findings 
confirm that financial development increases the stability of commercial banks. The role 
of the control variables is significant and in line with the outcomes of prior studies (Ab-
dul Hamid et al. 2020; Tran and Nguyen 2020; Vithessonthi 2014b; Vithessonthi and 
Tongurai 2016) which have concluded, for example, that profitability has a positive and 
significant influence on bank capitalization and risk-weighted asset ratio. The roles of 
liquidity, bank size, loan ratio, business trend, trade openness, and the inflation rate are 
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decisive and significant. The sign and significance of control variables remained consis-
tent throughout this analysis.  

Table 5. The results of the impact of financial development on bank risk-taking  
for well-capitalized, adequately capitalized, under-capitalized,  

and significantly under-capitalized banks 

(1) (2) (3) (4) (5) (6)
Panel-A: Well-capitalized banks 

VARIABLES Capital ratio RWA Z-Score Capital ratio RWA Z-Score
Lagged risk-taking 0.769*** 1.016*** 0.850*** 0.671*** 0.848*** 0.738***

(0.057) (0.100) (0.087) (0.070) (0.068) (0.110)
SMC −0.259** −2.075** −0.959

(0.126) (0.897) (1.035)
DCB −0.018 −0.595*** 0.494

(0.032) (0.179) (0.446)
Panel-B: Adequately-capitalized banks

Lagged risk-taking 0.797*** 0.841*** 0.717*** 0.504*** 0.870*** 0.959***
(0.127) (0.122) (0.138) (0.061) (0.081) (0.213)

SMC −0.212*** 1.279** 3.220***
(0.062) (0.498) (0.943)

DCB −0.022* −0.058 0.179**
(0.013) (0.183) (0.084)

Panel-C: Under-capitalized banks
Lagged risk-taking 0.803*** 0.770*** 0.925*** 0.805*** 0.816*** 0.922***

(0.056) (0.039) (0.039) (0.056) (0.037) (0.040)
SMC −0.217*** −1.233* 0.967***

(0.080) (0.704) (0.328)
DCB −0.045** −0.157* 0.235***

(0.020) (0.087) (0.080)
Panel-D: Significantly Under-capitalized banks

Lagged risk-taking 0.819*** 0.740*** 0.847*** 0.831*** 0.596*** 0.846***
(0.029) (0.033) (0.038) (0.031) (0.042) (0.037)

SMC −0.295*** 0.474** 0.619***
(0.050) (0.199) (0.170)

DCB 0.133*** 0.182*** −0.228**
(0.024) (0.036) (0.094)

Robust standard errors are reported in parenthesis (*** p < 0.01, ** p < 0.05, * p < 0.1)

Table 5 reports the results for well, adequately, under, and significantly under-capi-
talized large commercial banks. Table 5, Panel-A contains the results for well-capitalized 
banks. These findings confirm that an increase in financial development decreases the 
risk of well-capitalized banks when risk is measured by risk-weighted assets, whereas it i 
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ncreases the risk when measured by bank capital ratio findings that are in line with those 
of other scholars (Ayuso et al. 2004; Espenlaub et al. 2012). On the contrary, the relation-
ships between financial development, bank capitalization, and the Z-score index are insig-
nificant. In the interpretation of the authors, well-capitalized banks are already at their op-
timal business level, as a result of which financial development has no impact on their op-
erations. Table 5, Panel-B, columns 1 to 6 consist of the findings of adequately-capitalized 
banks. This empirical output shows that financial development increases the risk-taking of 
adequately-capitalized banks by lowering bank capitalization (Lindquist 2004; Stolz and 
Wedow 2011) and increasing risk-weighted assets. However, positive changes in SMC and 
DCB increase the stability of adequately capitalized banks. Table 5, Panel-C, columns 1 to 
6 report the findings of under-capitalized banks. These empirical results show that these 
findings are in line with the baseline model. Financial development increases the risk-
taking of under-capitalized banks by lowering capitalization (Espenlaub et al. 2012; Stolz 
and Wedow 2011), and decreases risk-taking by reducing investment in risk-weighted 
assets and contributing to the stability of under-capitalized banks (Williams and Nguyen 
2005). These results remain robust for under-capitalized banks in view of SMC and DCB. 
Table 5, Panel-D contains the findings for significantly under-capitalized large commer-
cial banks. These results show that SMC increases the risk-taking of significantly under-
capitalized banks by lowering capitalization and increasing investment in risk-weighted 
assets. However, SMC is better for the stability of significantly under-capitalized banks.

On the other hand, an increase in DCB has a positive impact on bank capitalization 
and an increase in risk-weighted assets. According to the banking literature, this argu-
ment aligns with the regulatory hypothesis (Ding and Sickles 2018; Jokipii and Milne 
2011; Shrieves and Dahl 1992). However, excessive credit to the private sector has a nega-
tive impact on the stability of significantly under-capitalized banks. 

Table 6. The impact of financial development on bank risk-taking –  
results for high and low-liquid banks

(1) (2) (3) (4) (5) (6)
Panel-A: High-Liquid Banks 

VARIABLES Capital 
ratio

RWA Z-Score Capital 
ratio

RWA Z-Score

Lagged risk-taking 0.748*** 0.932*** 0.808*** 0.676*** 0.938*** 0.839***
(0.037) (0.052) (0.061) (0.033) (0.051) (0.061)

SMC −0.203*** −0.440* 1.254***
(0.027) (0.246) (0.462)

DCB −0.019*** −0.089** 0.182***
(0.006) (0.039) (0.037)

Constant 0.042*** 0.058** −0.068* 0.047*** 0.072*** −0.072**
(0.006) (0.025) (0.039) (0.007) (0.026) (0.033)

AR (2) 0.657 0.086 0.236 0.654 0.110 0.177
Hansen value 0.567 0.302 0.936 0.773 0.562 0.068

Panel-B: Low-Liquid banks
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(1) (2) (3) (4) (5) (6)
Lagged risk-taking 0.776*** 0.779*** 0.904*** 0.737*** 0.668*** 0.907***

(0.041) (0.035) (0.023) (0.044) (0.048) (0.022)
SMC −0.674*** 0.390 0.589***

(0.112) (0.403) (0.165)
DCB −0.203*** 0.122*** 0.120***

(0.042) (0.034) (0.031)
Constant 0.062*** 0.157*** 0.001 0.122*** 0.132*** −0.019

(0.008) (0.029) (0.018) (0.022) (0.029) (0.021)
AR (2) 0.436 0.826 0.435 0.137 0.598 0.504
Hansen value 687 0.637 0.165 0.123 0.119 0.317

Robust standard errors are reported in parenthesis (*** p < 0.01, ** p < 0.05, * p < 0.1)

Table 6 contains the results for high and low liquid large commercial banks by using 
two-step GMM methods. In Table 6, Panel-A and Panel-B report the results for the impact 
of SMC on the risk-taking of high and low-liquid large commercial banks, respectively. 
Consistent with our baseline predictions, financial development increases the risk-taking 
of high and low-liquid large commercial banks by lowering capitalization, in line with 
other studies (Espenlaub et al. 2012). However, the impact of SMC is more significant in 
influencing low liquid than high-liquidity large commercial banks. These findings confirm 
that the effect of SMC is weak in reducing the risk-weighted assets of high-liquid banks.

In contrast, the coefficient of SMC is positive but insignificant in influencing the 
risk-weighted assets of low-liquid banks. The above results show that SMC is beneficial 
for the stability of commercial banks. However, SMC more significantly influences the 
stability of high liquid than low-liquid commercial banks. Table 6, Panel-A, columns 4 
to 6 and Table 6, Panel-B, columns 4 to 6 report the results of the impact of DCB on the 
risk-taking of high and low-liquid large commercial banks, respectively. These findings 
show that an increase in the credit supplied to the private sector increases the risk-taking 
of high-liquid banks by lowering capitalization (Espenlaub et al. 2012; Lindquist 2004).

In contrast, an increase in DCB decreases risky assets (Williams and Nguyen 2005). 
These findings are different for low-liquid banks. For example, financial development 
increases low-liquid banks’ risk-taking by lowering capitalization ratios and increasing 
investment in risk-weighted assets. This argument is in line with the moral hazard hy-
pothesis in banking. However, financial development, when measured as DCB, is benefi-
cial for the stability of high- and low-liquid large commercial banks. 
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4.3 The results of the pre, amid, and post-crisis periods

Table 7. The impact of financial development on bank risk-taking results  
for the pre, amid, and post-crisis periods

(1) (2) (3) (4) (5) (6)

VARIABLES Capital 
ratio

RWA Z-Score Capital 
ratio

RWA Z-Score

Lagged risk-taking 0.763*** 0.814*** 0.892*** 0.831*** 0.842*** 0.822***
(0.028) (0.034) (0.025) (0.050) (0.035) (0.030)

SMC −0.076** 0.929*** 0.671***
(0.033) (0.155) (0.157)

SMC*BCD −0.072*** 0.452*** 0.243**
(0.012) (0.064) (0.103)

SMC*DCD −0.048*** 0.265*** 0.166**
(0.010) (0.049) (0.074)

DCB 0.150*** −0.354*** 0.270***
(0.055) (0.055) (0.041)

DCB*BCD −0.050*** 0.104*** −0.057***
(0.013) (0.010) (0.008)

DCB*DCD −0.050*** 0.101*** −0.060***
(0.014) (0.010) (0.008)

Constant 0.031*** −0.018 −0.047** −0.019 0.165*** −0.048**
(0.003) (0.018) (0.019) (0.019) (0.023) (0.023)

Observations 16,065 16,065 16,065 16,065 16,065 16,065
Number of id 945 945 945 945 945 945
No. of instruments 18 18 14 14 18 17
AR (2) 0.223 0.172 0.767 0.390 0.203 0.711
Hansen value 0.559 0.905 0.239 0.613 0.109 0.474

Robust standard errors are reported in parenthesis (*** p < 0.01, ** p < 0.05, * p < 0.1). Here an interactive 
term (SMC*BCD) represents a pre-crisis dummy; SMC*DCD is during crisis dummy. For the second 
proxy, DCB*BCD is a pre-crisis dummy, and DCB*DCD represents during crisis dummy.

Table 7, columns 1 to 6 contain the comparative findings for the pre, amid, and post-
crisis periods using the two-step GMM method. Columns 1 to 3 report the effect of SMC 
on risk-taking for the pre (2002–2006), amid (2007–2010), and post-crisis (2010–2019) 
periods of large commercial banks in the USA. These findings show that SMC increases 
the risk-taking of large commercial banks by lowering capitalization (Abdul Hamid et al. 
2020; Ayuso et al. 2004; Espenlaub et al. 2012). This impact on increasing the risk-taking 
of commercial banks remains higher in the pre-crisis period than during the peri-crisis 
and post-crisis periods. Theoretically, it is more difficult for commercial banks to boost 
their capitalization in a period of crisis than in normal economic conditions.
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Table 7, column 2 contains the findings for the effect of SMC on the risk-weighted 
assets of banks. SMC increases the investment of commercial banks in risk-weighted 
assets. However, this impact is more significant before and during a crisis than in the 
post-crisis era. The positive relationship between stock market capitalization and Z-score 
indicates that financial development is beneficial for bank stability. These empirical re-
sults prove that the impact of SMC remains more significant before and during the crisis 
period than in the post-crisis era. Columns 4 to 6 contain results on the effect of DCB 
on the risk-taking of large commercial banks. Positive change in domestic credit reduces 
the risk-taking of commercial banks, and this impact remains consistent in the pre-crisis 
and peri-crisis periods. This effect of influencing the capitalization of commercial banks 
is more significant in the post-crisis period than in the pre- and peri-crisis periods. The 
development of domestic credit decreases the investment of commercial banks in risky 
assets, and remains beneficial for the stability of banks.  

4.4 Robustness checks

Table 8 contains the results of the effect of financial development (stock market capi-
talization and domestic credit provided by banks to the private sector) on the risk-taking 
of large commercial banks. For the robustness check, we replaced the total equity to to-
tal assets ratio of capitalization with tier-I and tier-II capital to risk-weighted asset ratio. 
Risk-based capital ratio is a more conservative measure of bank capitalization than the 
traditional leverage ratio, because risk-based capital ratio is directly aligned with the risk-
taking of commercial banks. Table 8, columns 1 to 5 report the results for the full sample 
of banks: well-, under-capitalized, high-, and low-liquidity large commercial banks, re-
spectively. In line with our baseline model results, these findings show that financial devel-
opment – either measured in stock market capitalization or domestic credit provided by 
banks to private sectors – increases risk-taking by lowering capital ratios. There is a nega-
tive relationship between risk-based capital ratio and financial development (DCB – Table 
8 Panel-A, and SMC – Table 8 Panel-B). These findings are robust for the overall sample 
of well-, under-capitalized, high-, and low- liquidity large commercial banks in the USA. 

Table 8. The results of the robustness of the impact of financial development  
on bank risk-taking  

Overall 
sample

Well-capital-
ized

Under-capi-
talized

High-liquidity Low-liquidity

Panel: A the Effect of Domestic Credit Provided by Banks to Private Sectors on Risk-taking
(1) (2) (3) (4) (5)

VARIABLES Capitalization Capitalization Capitalization Capitalization Capitalization
Lagged risk-taking 0.637*** 0.670*** 0.735*** 0.680*** 0.567***

(0.029) (0.060) (0.050) (0.036) (0.045)
DCB −0.091*** −0.077** −0.144*** −0.089*** −0.100***

(0.010) (0.031) (0.021) (0.014) (0.014)



80 Integrated Reporting in the Conditions of Sustainable Development: Institutionalization Through...

(1) (2) (3) (4) (5)

Panel-B: The Effect of Stock Market Development on Risk-taking 

Lagged risk-taking 0.642*** 0.672*** 0.675*** 0.667*** 0.609***
(0.035) (0.063) (0.042) (0.042) (0.058)

SMC −0.858*** −0.533*** −0.686*** −0.656*** −0.855***
(0.131) (0.264) (0.135) (0.100) (0.129)

Constant 0.140*** 0.105*** 0.148*** 0.144*** 0.140***
(0.010) (0.024) (0.017) (0.014) (0.013)

Observations 16,065 2,482 4,265 7,973 8,092
Number of id 945 146 251 469 476
No. of instruments 15 15 15 15 15
AR (2) 0.602 0.684 0.517 0.944 0.518
Hansen value 0.771 0.666 0.686 0.946 0.912

Robust standard errors are reported in parenthesis (*** p < 0.01, ** p < 0.05, * p < 0.1)

For the robustness check, we also used an alternative proxy of financial develop-
ment mainly linked with the banking industry – the measure of banking industry as-
sets to gross domestic product ratio (BSD). Table 9 reports the findings for the impact 
of financial development on the risk-taking of large commercial banks as shown in 
banking industry assets to gross domestic product. Table 9, Panel-A contains results 
for the effect of financial development (BSD) on the bank capitalization of the overall 
sample of well-, adequately-, under-, significantly under-capitalized, high-, and low-
liquidity large commercial banks. These outcomes confirm that the development of the 
banking industry increases risk-taking by lowering the capitalization of banks. These 
findings are robust alongside the baseline model results, and remain robust for the 
overall sample of well-, adequately-, under-, significantly under-capitalized, high-, and 
low-liquidity large commercial banks. Table 9, Panel-B contains the outputs for the 
impact of financial development on risk-weighted assets. These results show a negative 
relationship between the development of the banking industry and the risk-weighted 
assets of large commercial banks. These findings are in line with the baseline model, ex-
cept for under-capitalized and low-liquidity banks. Table 9, Panel-C reports the impact 
of financial development (BSD) on the Z-score of large commercial banks. It was found 
that an increase in industry assets decreases the level of stability of large commercial 
banks, which is not robust alongside the baseline model. However, it could be argued 
that an increase in assets may lead to an inflationary boost that remains harmful for 
the stability of banks. 
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Table 9. The results of the robustness of the impact of financial development  
on bank risk-taking

Overall 
sample

Well-cap-
italized

Ade-
quately-
capital-

ized 

Under-
capital-

ized 

Sig. 
under-
capital-

ized

High-
liquid 

Low-
liquid

Panel-A: Effect of Banking Sector Development on Capitalization

(1) (2) (3) (4) (5) (6) (7)
VARIABLES Capitali-

zation
Capitali-

zation
Capitali-

zation
Capitali-

zation
Capitali-

zation
Capitali-

zation
Capitali-

zation
Lagged risk-taking 0.785*** 0.702*** 0.593*** 0.839*** 0.853*** 0.793*** 0.756***

(0.027) (0.070) (0.078) (0.056) (0.032) (0.034) (0.041)
BSD −0.146*** −0.122* 0.014 −0.135*** −0.166*** −0.024 −0.141***

(0.024) (0.071) (0.059) (0.044) (0.029) (0.023) (0.027)
Panel-B: Effect of Banking Sector Development on Risk-weighted Assets

RWA RWA RWA RWA RWA RWA RWA
Lagged risk-taking 0.770*** 0.836*** 0.721*** 0.951*** 0.896*** 0.874*** 0.812***

(0.046) (0.123) (0.136) (0.056) (0.072) (0.086) (0.047)
BSD −0.265** −0.700* −0.042 −0.041 0.835*** −0.228 0.103

(0.122) (0.417) (0.460) (0.191) (0.316) (0.245) (0.158)
Panel-C: Effect of Banking Sector Development on Z-score Index

Z-score Z-score Z-score Z-score Z-score Z-score Z-score
Lagged risk-taking 0.803*** 0.710*** 0.667*** 0.904*** 0.815*** 0.761*** 0.854***

(0.034) (0.079) (0.222) (0.041) (0.039) (0.062) (0.026)
BSD −0.490*** −0.698** 0.109 −0.407** −0.646*** −0.313** −0.584***

(0.097) (0.300) (0.327) (0.199) (0.148) (0.148) (0.111)
Constant 0.049*** 0.054*** 0.044** 0.043*** 0.042*** 0.027*** 0.052***

(0.007) (0.018) (0.018) (0.012) (0.008) (0.007) (0.007)
Observations 16,065 2,482 1,819 4,265 7,412 7,973 8,092
Number of id 945 146 107 251 436 469 476
No. of instruments 12 12 13 13 13 14 13
AR (2) 0.287 0.765 0.069 0.343 0.762 0.510 0.244
Hansen value 0.165 0.315 0.565 0.559 0.135 0.054 0.084

Robust standard errors are reported in parentheses (*** p < 0.01, ** p < 0.05, * p < 0.1)

In Appendix 1, an alternative econometric technique to validate the study pre-
dictions is outlined. In the appendices, Table 10 contains the results of the impact 
of financial development on bank risk-taking using panel OLS regression, in a way 
similar to that used in other studies (Vithessonthi and Tongurai 2016). These findings 
confirm that financial development increases the risk-taking of banks by reducing 
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their capitalization, which is in line with the baseline predictions. This study provides 
results on the full sample of banks to save space.

5. Conclusion and Policy implications

The purpose of this study was to investigate the effect of financial development on 
the risk-taking of US commercial banks from 2002 to 2019. Risk-taking is a significant 
determinant of bank stability, growth, and performance. It was necessary to investigate 
the impact of financial development on bank risk-taking in the USA. We used the two-
step GMM method to test the hypotheses because it enabled control over the problems of 
autocorrelation, cross-sectional heteroscedasticity, and endogeneity.

We use agency theory, regulatory theory, the competition fragility hypothesis, and 
the competition stability hypothesis to link financial development to bank risk-taking. 
Based on these theories, we set three hypotheses to assess the impact of financial devel-
opment on the risk-taking of large commercial banks in the USA. The results show that 
financial development increases risk-taking by lowering bank equity ratio. In contrast, 
the impact of financial development on the risk-weighted assets of commercial banks is 
negative. The overall sample confirms that financial development has a positive impact 
on the stability of banks. These findings provide evidence that financial development 
does not influence the stability of well-capitalized banks. Financial development (SMC) 
increases the risk of adequately-capitalized banks by lowering the capital ratio and in-
creasing these banks’ investment in risk-weighted assets. However, the impact of finan-
cial development (DCB) on influencing the risk-taking of adequately-capitalized banks is 
weak. Financial development increases the risk of under-, significantly under-capitalized, 
and low-liquidity banks by increasing investment in risk-weighted assets. These results 
show that the impact of financial development on the risk-taking of banks is higher in 
pre-crisis than in peri- and post-crisis eras.

Regulators and policymakers should consider trends in financial development along 
with bank capital for the stability of banks. The heterogeneity of these findings has im-
plications on the improvement of the financial system for policymakers in commercial 
banking. These results can help regulators to observe commercial banks’ regulatory capi-
tal ratios by considering the impact of the financial development movement. Finally, our 
heterogeneous study results have implications for well-, adequately-, under-, significant-
ly under-capitalized, high-, and low-liquidity banks in pre-, peri-, and post-crisis periods.  

This study remains limited to the analysis of quantitative information for large com-
mercial banks listed in the FDIC on 31 December 2019. As such, we are still unable to 
collect data from a more extended period and from smaller commercial banks, invest-
ment banks, saving banks, and other financial firms. Future research could be conducted 
to study the financial development and risk-taking of banking industries by incorporat-
ing the mediating/moderating role of different economic variables and regulations to 
achieve more in-depth insights.  
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Appendix 1

Panel OLS Prediction Framework: The Effect of Financial Development on 
Bank Risk-taking

In line with the research of Vithessonthi and Tongurai (2016), this study uses panel 
OLS to consider the effect of financial market development on the risk-taking of large 
commercial banks. To keep in mind the criteria of the OLS panel hypotheses, this analy-
sis considers cross-section fixed-effects (bank dummies) to handle possible unobserved 
time-invariant bank effects, time-fixed effects (year dummies) to handle possible unob-
served time-variant effects, or both. (Vithessonthi and Tongurai 2016). To control the 
potential problem of endogeneity, we take the one-period lagging value for explana-
tory variables that is appropriate to address the reverse-causality issue, as argued for by 
Vithessonthi and Tongurai (2016). This study estimates the following baseline regression 
for results: 

BRi,t = α + β1FMDi,t–1 + δCVi,t – 1 + ηi + νt + εi,t	 (1)
Where represents a dependent proxy for bank risk-taking (bank capitalization, 

RWATA, and Z-score index) concerning the time and cross-section.  refers to the inde-
pendent proxies for financial market development (domestic credit provided by banks 
to the private sector to GDP ratio, stock market capitalization to GDP ratio, and banking 
industry assets to GDP ratio), time, and cross-sections.  Shows the list of control variables 
that include liquidity, profitability, loan growth, deposits ratio, bank size, trade openness, 
real gross domestic product, and inflation rate. The symbol  represents bank-fixed effects;  
period-fixed effects, and  the zero-mean disturbance term. The problem of heteroscedas-
ticity and autocorrelation is clustered at the cross-section level for consistent standard 
errors. We apply this model both overall and for well-, adequately-, under-, significantly 
under-capitalized, high-, and low-liquidity large commercial banks separately. 

Base model results for the full sample using the Panel OLS method.

Table 10. The robustness of the results of the impact of financial development  
on bank risk-taking for the full sample of banks

(1) (2) (3) (4) (5) (6)
VARIABLES Capital ratio RWA Z-Score Capital ratio RWA Z-Score
Lagged risk-taking 0.880*** 0.881*** 0.991*** 0.880*** 0.887*** 0.991***

(0.004) (0.004) (0.001) (0.004) (0.004) (0.001)
SMC t-1 −0.049*** −0.824*** 0.141***

(0.012) (0.061) (0.040)
DCB t-1 −0.001 −0.221*** 0.032***

(0.003) (0.016) (0.011)
Liquidity t-1 0.005* 0.094*** 0.016* 0.006** 0.053*** 0.015*

(0.003) (0.014) (0.009) (0.003) (0.014) (0.009)
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(1) (2) (3) (4) (5) (6)
Profitability t-1 0.013 0.123* −0.469*** 0.007 0.180*** −0.490***

(0.013) (0.067) (0.045) (0.013) (0.066) (0.045)
Loan ratio t-1 −0.001*** 0.039*** −0.003** −0.001*** 0.042*** −0.003**

(0.000) (0.003) (0.002) (0.000) (0.003) (0.002)
Deposit ratio t-1 −0.000 −0.001 0.000 −0.000 −0.001 0.000

(0.000) (0.001) (0.001) (0.000) (0.001) (0.001)
Bank size t-1 0.001*** 0.002*** 0.002*** 0.001*** 0.001*** 0.002***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Business trend t-1 0.004 0.370*** 0.028 −0.011 0.301*** −0.060**

(0.007) (0.034) (0.023) (0.007) (0.038) (0.025)
Trade openness t-1 0.000 0.000*** −0.000*** 0.000 0.000*** −0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Inflation rate t-1 −0.000** −0.002*** −0.001*** −0.000** 0.009*** −0.000

(0.000) (0.001) (0.000) (0.000) (0.001) (0.001)
Constant 0.008*** −0.042*** 0.015*** 0.005** 0.123*** 0.020***

(0.001) (0.007) (0.005) (0.002) (0.010) (0.006)
Observations 16,065 16,065 16,065 16,065 16,065 16,065
Number of id 945 945 945 945 945 945
R-square 0.55 0.59 0.56 0.55 0.59 0.56

Robust standard errors are reported in parenthesis (*** p < 0.01, ** p < 0.05, * p < 0.1)
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principles of accounting for innovation costs. It is established that the accounting method 
may be influenced by the following factors: forms and sources of financing the costs of in-
novation (factor F); the procedure for writing off the cost of capital investment (factor K); 
and the procedure for writing off current operating costs (factor O). It is determined that 
the use of the proposed approach will improve the quality of accounting and information 
support of the enterprise management system.

Keywords: accounting, innovation, costs of innovation, capital investment 

JEL: M41, O32

1. Introduction

In order to set Ukraine on a trajectory towards sustainable development with increas-
ing welfare and quality of life for all segments of the population, the Ministry of Economy 
of Ukraine – with the participation of central executive bodies and the Institute of Eco-
nomics and Forecasting of the National Academy of Sciences of Ukraine – has prepared 
a strategy for development: “Ukraine 2020: A Strategy for National Modernization”. The 
main problem to be solved by this strategy is the lack of preparation present in the Ukrai-
nian economy in responding to global challenges associated with global crisis processes. 
One of these processes is the transition to fundamentally new resource-saving technolo-
gies, including the use of production waste, the development and implementation of new 
products (goods, works, services), the overhaul and modernization of fixed assets, and 
the introduction of advanced integrated mechanization and automation. At the same 
time, there is a need to form a system of accounting for the costs of innovation and the 
operational control of these costs, which would provide information to each company in 
particular and the state innovation policy in general in conditions of uncertainty and in 
the globalization of the economy. 

Recently, developments aimed at improving the organizational and methodologi-
cal aspects of accounting for innovation costs are becoming increasingly interesting. 
Therefore, in the process of managing innovation, one of the main tasks is to build 
an effective organizational method of accounting for innovation costs. Unlike other 
aspects of accounting, which are the subject of constant research on improvement, 
the methodology and organization of accounting for innovation processes are poorly 
developed. 

The organization of accounting involves the use of a unified approach to the reflec-
tion of business transactions in accounting. However, the current state of accounting is 
characterized by a lack of clear recommendations for reflecting the costs of innovation 
processes, which leads to the scattering of costs in different accounts and complicates the 
determination of the cost of each stage of work and the formation of the total cost.

Analysing the current state of accounting for the costs of innovation in the enterpris-
es of Ukraine under study allows the authors to comment on a certain episodicity, which 
is due to the lack of appropriate legal regulation. Some aspects of accounting for the cost 
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of innovation, given the current development of the economy – especially in terms of in-
novation – require additional research to improve them. In particular, this concerns the 
clarification of the conceptual apparatus, the classification of costs for innovations, and 
methods of organization for their accounting and internal control.

The generalization of theoretical and practical experience at the domestic enterprises 
under study on the accounting of expenses for innovation provides the opportunity to 
establish that the available technique is carried out in an unsystematic order and does not 
correspond to the modern requirements of these businesses. Current accounting models 
do not correspond to adequate types of innovation processes, and do not provide suf-
ficiently reliable data for economic analysis and regulation in the field of innovation. The 
debatable nature of these issues, the need to address them, and the insufficient level of 
regulatory and methodological support for the cost of innovation led to the focus of this 
paper, and determined both its relevance and main areas of research.

2. Literature review: theoretical and methodological concepts

A significant contribution to the study of the theory and formation of the concept of 
accounting for innovation was made by domestic economists and practitioners such as 
Borodkin (1999), Kantaeva (2010), Krupka (2006), Lehenchuk et al. (2020), and Ozeran 
(2013). Although there are significant achievements in the works of these researchers, the 
issues of structuring the accounting of innovation, which is relevant in the transition to 
intensive and dynamic development, remain unresolved.

The issue of financing innovation in the scientific literature is considered in terms 
of sources of funding for enterprises (Davydenko, Buriak, and Titenko 2019; Ilchenko 
2009; Kucherenko, Ratushna, and Melnyk 2019; Lehenchuk et al. 2020). However, the 
order of accounting for such financial income is given little attention. Problematic issues 
of accounting and analytical support for innovation management were cited in the works 
of Basova (2017); Bondar, Iershova, and Chaika (2019); Chursin and Strenalyuk (2018); 
Plaskova et al. (2020); Resler  (2017); and Smokvіna and Popovych (2020).

In solving the main tasks of accounting for the cost of innovation, scientists focus 
on the following vectors of research: 1) the variety of ways to reflect the cost of innova-
tion in the accounting system (Koval 2019; Plaskova et al. 2020); 2) gaps in the develop-
ment of criteria for the recognition of objects of innovative origin as part of assets, which 
prevents the adequate disclosure of information about them in the reporting (Ax and 
Greveb 2017; Druzhynina et al. 2020); 3) the lack of a single method of accounting for 
the costs of innovation that is able to ensure their adequate reflection in the information 
system of the enterprise (Bondar, Iershova, and Chaika 2019); and 4)  the absence or 
inadequacy of accounting records in accounting for the cost of innovation (Chursin and 
Strenalyuk 2018).

The level of theoretical research of accounting problems lags far behind the needs of 
the practice of business entities, and includes a lack of methodological support for the 
accounting of objects related to innovation, which requires, in turn, their identification 
and appropriate classification. With this in mind, the existing accounting system should 
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disclose information about the impact of economic activity on the objects of the innova-
tion process to meet the information needs of internal and external users. This function 
can be implemented through the reflection in the accounting of objects related to innova-
tion. Therefore, we consider the identification of related objects to be an important task 
in accounting for the costs of innovation.

Thus, Sidorenko (2011) divides the objects to be managed in the accounting of in-
novations into those that provide innovative activities (the resources and property of the 
enterprise involved in creating innovation) and those that constitute innovative activities 
(the development, testing, and implementation of innovations). Yezhakova (2011) refers 
to the objects of innovation as innovations which, from the moment of their acceptance 
for distribution, receive a new quality – i.e., become innovations (innovative products). 
Kantaeva (2010) distinguishes two groups of objects of accounting for innovation: the 
assessed and legalized intangible assets of the enterprise (in the understanding of the au-
thor’s intellectual capital); and the cost of research and development. According to Zhuk 
(2011), the main objects of accounting for innovation are: estimates for its creation; costs 
of investment in new technologies and research activities; innovative products; and the 
processes of the commercial use of products (or their use for further innovation).

Krupka (2006) takes a slightly different position, arguing that the methodology and 
organization of accounting depend on the type of innovative product. They can have a 
material content (machines, equipment, experimental samples of products), be expressed 
in the intangible form (new technologies, projects and design solutions for new products, 
software materials), or be presented in the form of intellectual property (industrial prop-
erty rights, copyright and other rights).

Stolyarchuk (2018) systematized the composition of objects of accounting and the 
internal audit of innovation and identified several groups: classic objects of accounting, 
objects of internal (management) accounting, and non-systemic objects of accounting.

The economically justified classification of costs is the basis of accounting and control 
of the economic activity of the enterprise, and is necessary for a correct understanding of 
the purpose of costs and their economic role in the management process. Classification 
is a necessary prerequisite for the rational organization of the analytical accounting of 
innovation costs and their management in making managerial decisions.

A critical analysis of the existing features of the classification of costs for innovation 
has revealed several approaches. Kuzminsky and Voronova (2006) propose grouping the 
costs of the research and development of innovative products according to stages, by 
standard items of cost of research and development, and by costs of preparation for pro-
duction in the industry. A similar point of view is held by Saenko (1991), who divides the 
costs of innovation into three stages: 1) costs for research (science) related to theoretical 
research, which is further materialized in technical solutions; 2) costs for the creation and 
development of new equipment, which, in turn, is divided into costs for the development 
of technical and technological documentation and costs associated with the implementa-
tion of production works; and 3) costs for the introduction of new equipment (costs at 
the stage of preparation for implementation, costs during implementation, costs during 
operation).
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Efremov (2006) notes that the costs of innovation include 3 groups of costs: 1) mar-
keting costs – identification of market opportunities (for new products and services), 
testing of new products (services), preparation of sales channels, advertising activity, 
training (education) of sales staff; 2) costs for technological preparation of innovations 
– implementation of R&D (own forces and/or with the involvement of third-party orga-
nizations), purchase of technical documentation (know-how) or licenses for the use of 
research and development results, costs of licensing (certification) of new products (ser-
vices), purchase of new equipment, materials, components, and semi-finished products, 
retraining (or training) of production staff; and 3) production costs of development – use 
of new equipment, materials, components, and semi-finished products, release of new 
(modernized) products.

To organize the accounting of costs for innovation, Avilkina (2009) offers the follow-
ing grouping: 1) the cost of marketing research; 2) research and development costs; 3) 
costs of innovative design; 4) costs of innovative production; 5) the cost of commercial-
izing the product; and 6) other costs.

Pylypenko et al. (2011) propose to divide the costs of innovation into three groups: 
1)  costs associated with forecasting and planning the implementation of innovations; 
2) fixing the actual costs incurred for the implementation of the innovation project and 
its support; and 3) costs for the accounting, analysis, and evaluation of results from the 
implementation of innovations. In this case, the most important and significant group 
of costs, in view of the authors, is the first, because the quality of implementation of the 
preparatory stage directly affects the correct choice of innovative development strategy 
and becomes the key to achieving goals.

The study of the above approaches to accounting for the cost of innovation has 
identified a key area that is supported by most authors: Abubakirova (2012); Borodkin 
(1999); Valuev and Kantaeva (2009); Hrytsay (2010); Hyk (2021); Ilchenko (2009); Kan-
taeva  (2010); Korzhavina (2009); Ozeran (2013); and Siryk et al. (2021) all consider a 
reflection of the cost of innovation as a separate accounting object. An assessment of the 
nature and content of the considered approaches shows that the vast majority of them are 
reflected in the system of accounts as independent objects of accounting as part of costs 
and capital investments.

Despite the significant achievements of Ukrainian and international scholars, it 
should be noted that – given the radical change in the vector of Ukraine’s economy with 
regards to the European Union, the country’s existing military and political instability, 
rapid global growth and quality of investment in innovation, and the digitalization and 
globalization of public relations – accounting and analytical support for the manage-
ment of innovation activities of enterprises of the national economy has been partially or 
completely ignored, and most of the existing approaches should be considered obsolete. 
There is a need, then, for a comprehensive study of the methodological development and 
the improvement of the current methodology and organization of accounting for inno-
vation costs in the current conditions of economic development in Ukraine. This need 
determined the direction of our study:
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RQ: To identify problematic issues of accounting for innovation costs and to develop 
recommendations for their solution for the effective management of the innovation ac-
tivities of the enterprise.

3. Research Methodology

An important indicator of innovation activity in economic entities is the amount of 
costs for innovation, which can be carried out in the direction of research and develop-
ment, the acquisition of new technologies, machinery and equipment, etc. Indicators of 
the dynamics of spending on innovation for 2010–2018 and their structure in terms of 
key components are summarized in Table 1. 

Table 1. Indicators of dynamics and the structure of innovation expenditures in Ukraine for 
2010–2018

Year

The cost of 
innovation

Including by areas
Research and 
development

Including Acquisition 
of other 
external 

knowledge

Purchase of 
machinery 
equipment 

and software

Other 
expensesInternal 

GDR
External 

GDR

  UAH million
2010 8045.5 996.4 818.5 177.9 141.6 5051.7 1855.8
2011 14333.9 1079.9 833.3 246.6 324.7 10489.1 2440.2
2012 11480.6 1196.3 965.2 231.1 47.0 8051.8 2185.5
2013 9562.6 1638.5 1312.1 326.4 87.0 5546.3 2290.9
2014 7695.9 1754.6 1221.5 533.1 47.2 5115.3 778.8
2015 13813.7 2039.5 1834.1 205.4 84.9 11141.3 548.0
2016 23229.5 2457.8 2063.8 394.0 64.2 19829.0 878.4
2017 9117.5 2169.8 1941.3 228.5 21.8 5898.8 1027.1
2018 12180.1 3208.8 2706.2 502.6 46.1 8291.3 633.9

Source: Compiled on the basis of data from the State Statistics Service of Ukraine (http://www.ukrstat.gov.
ua/druk/publicat/Arhiv_u/16/Arch_nay_zb.htm)

Analysis of the level and dynamics of the indicators listed in Table 1 shows that the 
total expenditure on innovation between the years 2010 and 2016 showed a galloping 
trend, but suffered a decline 2017 which may be due to the decline in innovation activity 
of enterprises and the effects of the economic crisis. Analyzing the dynamics of the main 
components of innovation costs, it should be noted that the reduction in the overall level 
of innovation costs in recent years is primarily due to lower costs for the purchase of 
machinery and equipment associated with the implementation of innovations.

These statistics correlate with the information of the provisions (standards) of ac-
counting, which provide some ways to keep track of innovation costs. In addition, this 
study will use other accounting methods proposed by the authors.
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This study uses a modelling method to develop a model of accounting for innovation 
costs, utilizing tabular and graphical methods to develop a conceptual framework for ac-
counting for the targeted funding of innovation projects. Methods of comparison and 
grouping, tabular representation, and graphical representation were used in the analytical 
research. The information base of the study was formed from the scientific works and publi-
cations of domestic and international scientists on these issues, current domestic legislation 
on accounting for innovation, professional scientific periodicals, and statistical information.

The generalization of theoretical and practical experience in accounting for the cost 
of innovation in domestic enterprises made it possible to establish that their existing 
methodology is carried out chaotically and does not meet modern business require-
ments. It was found that businesses account for the cost of innovation on different bal-
ance sheets, which indicates the imperfection of the current method of accounting. In 
practice, the so-called impersonal (boiler) method is used to reflect the costs of innova-
tion in accounts, the essence of which is to keep records of costs in general, and this ap-
proach therefore does not provide for constant operational control. With this in mind, 
we have proposed our own approach, which is based on the use of the modelling method. 
When creating a model, it is necessary to take into account the factors that influence the 
formation of the methodological principles of accounting for innovation costs.

In the opinion of the authors, the accounting method may be influenced by the fol-
lowing factors:

1) forms and sources of financing the costs of innovation (factor F);
2) the procedure for writing off capital investment costs (factor K);
3) the procedure for writing off the costs of current operating expenses (factor O).
Accounting for innovation costs largely depends on the financing process, which 

may include several areas of formation through: the company’s own funds (F1); long-
term or short-term bank loans (F2); funds allocated from local or state budgets (F3); or 
other ways reserved for innovation costs (F4). A reflection of sources of funding for in-
novation costs is given in Table 2.

Table 2. Sources of funding for innovation costs in the accounting system

Form of financing Source of funding Class of accounting accounts

Own funds of the 
enterprise (F1)

Retained earnings, issue income, 
revaluation of assets

Class 4 accounts “Equity and col-
lateral”

Raised funds (F2) Long- and short-term bank loans, 
financial leasing, long-term promis-
sory notes

Class 5 Accounts “Long-Term Li-
abilities” and 6 “Current Liabilities”

Funds allocated from 
local or state budgets 
(F3)

Budget allocations, targeted contribu-
tions, grants

Class 4 account “Equity and collat-
eral” (account “Assigned financing 
and assigned revenue”)

Other ways of financ-
ing (F4)

Reserve to cover costs Class 4 account “Equity and col-
lateral” (account “Securing other 
expenses and payments”)

Source: Developed by the authors
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Each of the above areas of financing significantly affect the system of formation of 
the financial results of the enterprise. For example, in the case of financing with bank 
loans, there is a need to take into account the received credit resources and interest on 
the loan. Allocation of funds from budget revenues necessitates the separate accounting 
of targeted funding.

In the case of the acquisition (creation) of non-current assets, the costs incurred are in-
cluded in the capital investment, and their amount increases the initial cost of non-current 
assets. The results of the study of the practice of accounting for innovation costs under this 
approach allowed us to identify two options – involving the cost of acquisition (creation) 
of new and/or significantly improved fixed assets (K1) or intangible assets (K2).

The reflection in the accounting of the write-off of costs for innovations associated 
with the creation of new products as they arise does not involve direct capitalization but 
is reflected in the current costs in full. To accumulate information on the costs of the 
preparation and development of new products, Borodkin (1999) proposed the introduc-
tion of a separate balance sheet account – “Expenses for the preparation and develop-
ment of new products” (O1) – and to account for them as part of future expenses. The 
debit of this account from the credit of various accounts during the period of develop-
ment of products should reflect: consumed materials, accrued wages, depreciation, ser-
vices of third parties, and other costs.

In enterprises with multi-item production, where the period of development is short 
and the costs are relatively small, in the case of individual production, costs can be planned 
and accounted for as part of overhead costs (O2), as stipulated in paragraph 15.5 – “Costs 
to improve technology and organization production” AR(S) 16 “Costs” (1999). However, 
it should be remembered that the cost of improving technology does not belong to the 
type of preparation for the production of innovative products in the event that this tech-
nology involves the introduction of machines and mechanisms of traditional models and 
types or their replacement with the latest modifications of the same models. Thus, if the 
company does not implement significantly improved production methods, then there can 
be no question of preparing the production of innovative products.

Costs of innovation collected in expenditure accounts (“Research and development 
costs”) (O3) refer to the cost of production or financial results in one reporting period.

4. Results and Discussion

The analysis of the current practice of domestic industrial enterprises to reflect the 
costs of innovation in accounts allowed for the identification of several options. As a 
result of the consistent combination of factors and their features, it is possible to obtain 
all possible options for accounting for the cost of innovation. In the field of logical possi-
bilities, 20 models were thus identified (Fig. 2). We describe the models most commonly 
used in enterprises.

М1 = F1K1 and М5 = F1K2 are models of innovative measures of a capital character 
which are carried out at the expense of the enterprise.
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In the case of acquisition (creation) of non-current assets, the costs incurred are 
included in the capital investment and their amount increases the initial cost of non-
current assets (Fig. 1).

In the case of acquisition (creation) of non-current assets, the costs incurred are included in 

the capital investment and their amount increases the initial cost of non-current assets (Fig. 1).

 
Figure 1. The scheme of accounting for the cost of innovation for the acquisition (creation) of 

new types of non-current assets 

Source: Generalized by the authors 

154 “Acquisition (creation) 
intangible assets” 

152 “Acquisition (creation) 
fixed assets” 

10 “Basic 
 tools” 

12 “Intangible 
assets” 

Content of business operations: 1) the initial cost of the acquired (created) innovative object of fixed assets is 
reflected; 2) the initial cost of the acquired (created) innovative object of intangible assets is reflected; 3) the acquired 
(created) innovative object of fixed assets is put into operation; 4) the acquired (created) innovative object of 
intangible assets is put into operation. 
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innovative object of intangible assets is put into operation.

Figure 1. The scheme of accounting for the cost of innovation for the acquisition (creation)  
of new types of non-current assets

Source: Generalized by the authors

This technique is used in the case of an innovative direction to improve the mate-
rial and technical base of the enterprise and increase economic benefits in the future 
by: increasing production capacity; increasing productivity; improving product quality; 
reducing operating costs as a result of innovative measures; and creating (or acquiring) 
intangible assets.

М2 = F2K1, М6 = F2K2 and М10 = F2О1 are models of innovative measures of a capital 
and non-capital nature, which are carried out at the expense of borrowed funds (mainly 
bank loans). The fee for their use is fixed (in the form of interest) and additionally pro-
vides for the return of invested funds to the creditor.

M9 = F1О1 is a model of innovative measures which is carried out at the expense of 
the company’s own funds concerning current costs (“Costs for the preparation and de-
velopment of new products”). These include the cost of developing design, and estimate 
documentation for the development of new enterprises, industries, shops and units, the 
maintenance of personnel engaged in commissioning, and the cost of commissioning the 
comprehensive testing of equipment.
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Borodkin (1999), Koval (2019), Ozeran (2013), and others suggest accumulating in-
formation about the costs of the preparation and development of new products on ac-
count 39 “Deferred expenses” (Fig. 3).

This technique is used in the case of an innovative direction to improve the material and 

technical base of the enterprise and increase economic benefits in the future by: increasing 

production capacity; increasing productivity; improving product quality; reducing operating costs 

as a result of innovative measures; and creating (or acquiring) intangible assets. 

М2 = F2K1, М6 = F2K2 and М10 = F2О1 are models of innovative measures of a capital and 

non-capital nature, which are carried out at the expense of borrowed funds (mainly bank loans). 

The fee for their use is fixed (in the form of interest) and additionally provides for the return of 

invested funds to the creditor. 

M9 = F1О1 is a model of innovative measures which is carried out at the expense of the 

company’s own funds concerning current costs (“Costs for the preparation and development of 

new products”). These include the cost of developing design, and estimate documentation for the 

development of new enterprises, industries, shops and units, the maintenance of personnel engaged 

in commissioning, and the cost of commissioning the comprehensive testing of equipment. 

Borodkin (1999), Koval (2019), Ozeran (2013), and others suggest accumulating 

information about the costs of the preparation and development of new products on account 39 

“Deferred expenses” (Fig. 3). 

 

Figure 3. A scheme of accounting for the cost of innovation using account  

39 “Deferred expenses” 

Source: Generalized by the authors 
 
M13 = F1О2 and M17 = F1О3 are models of innovative measures which are carried out at the 

expense of the company’s own funds with reference to current costs (23 “Production” and 941 

“Research and development costs”). 

The option of reflecting costs for innovations in the write-off as they arise does not involve 

direct capitalization, but is reflected in the current costs in full (Fig. 4). 

39 “Future costs 
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23 “Production” 

Contents of business transactions: 1) reflects the production costs for the preparation and development of new 
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Contents of business transactions: 1) reflects the production costs for the preparation and development of 
new products; 2) written off the costs of future periods for production costs.

Figure 3. A scheme of accounting for the cost of innovation using account  
39 “Deferred expenses”

Source: Generalized by the authors

M13 = F1О2 and M17 = F1О3 are models of innovative measures which are carried out at 
the expense of the company’s own funds with reference to current costs (23 “Production” 
and 941 “Research and development costs”).

The option of reflecting costs for innovations in the write-off as they arise does not 
involve direct capitalization, but is reflected in the current costs in full (Fig. 4).

  

Figure 4. A scheme of accounting for the cost of innovation to create new species of products 

(goods, works, services) 

Source: Generalized by the authors 

 

Collected in expenditure accounts (23 “Production”, 941 “Research and development 

costs”), the cost of innovation refers to the cost of production or financial results in one reporting 

period. 
M19 = F3О3 is a model of innovative measures which is carried out at the expense of budget 

funds for the acquisition and commissioning of assets received free of charge. This method of 

accounting for the cost of innovation to create new products can be used in industrial enterprises 

in Ukraine for which the production of innovative products is not a one-time occurence, but a 

permanent concern. 

Enterprises participating in technology parks can also receive targeted funding for 

innovation costs. In this case, Minakov (2005) proposes to keep records of earmarked funds on 

separate sub-accounts of account 48 “Targeted financing and earmarked revenues”: 481 “Targeted 

revenues from the technology park”; 482 “Targeted financing of a technopark participant (profit)”; 

and 483 “Targeted financing of a technopark participant (VAT)”. 

M4 = F4K1, M8 = F4K2, M12 = F4О1 and M20 = F4О3 are models of innovative measures of 

a capital and non-capital nature, which are carried out at the expense of pre-formed reserves at the 

enterprise. The use of account 474 “Ensuring other costs and payments” with the creation of a 

reserve is appropriate for enterprises in which the creation of innovative products is not one-time, 

but systematic (Fig. 5). 
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Content of business operations: 1) written off for production costs associated with the preparation and de-
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development of innovative products as part of other operating costs; 3) included in the cost of costs associ-
ated with the preparation and development of new products (goods, works, services); 4) written off to the 
financial results of the costs of research and development of innovative products (goods, works, services).

Figure 4. A scheme of accounting for the cost of innovation to create new species of products 
(goods, works, services)

Source: Generalized by the authors
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Collected in expenditure accounts (23 “Production”, 941 “Research and development 
costs”), the cost of innovation refers to the cost of production or financial results in one 
reporting period.

M19 = F3О3 is a model of innovative measures which is carried out at the expense of 
budget funds for the acquisition and commissioning of assets received free of charge. 
This method of accounting for the cost of innovation to create new products can be used 
in industrial enterprises in Ukraine for which the production of innovative products is 
not a one-time occurence, but a permanent concern.

Enterprises participating in technology parks can also receive targeted funding for 
innovation costs. In this case, Minakov (2005) proposes to keep records of earmarked 
funds on separate sub-accounts of account 48 “Targeted financing and earmarked rev-
enues”: 481 “Targeted revenues from the technology park”; 482 “Targeted financing of 
a technopark participant (profit)”; and 483 “Targeted financing of a technopark partici-
pant (VAT)”.

M4 = F4K1, M8 = F4K2, M12 = F4О1 and M20 = F4О3 are models of innovative measures 
of a capital and non-capital nature, which are carried out at the expense of pre-formed 
reserves at the enterprise. The use of account 474 “Ensuring other costs and payments” 
with the creation of a reserve is appropriate for enterprises in which the creation of in-
novative products is not one-time, but systematic (Fig. 5).

 
Figure 5. An accounting scheme for the creation of reserves to ensure the cost of innovation 

Source: Generalized by the authors 

 

The use of the developed models will contribute to the more rational organization of 

accounting for innovation costs and their reflection in the financial statements to meet the needs 

of users. Whilst the cost of innovation is not a completely new object of accounting, it is an object 

of management, and is one of the key indicators in the decision-making process related to 

improving the efficiency of the financial and economic activities of enterprises. 

The accounting information system can provide data on costs in different sections, including 

to reflect the structure of costs involved in the processes of creating new products and the 

technological renewal of production. Systems of modelling accounting information used by 

business entities allow for such a modification without significant time and effort. At the same 

time, modern software creates the opportunity to generate the necessary information and obtain 

additional analytical indicators for the relative comparison of the costs incurred with the planned 

activity, and to identify reserves for their reduction. 

 

5. Conclusions  
 
The results of this study suggest that the current accounting practice does not allow for the 

full generation of the necessary information regarding the processes taking place within innovation 

activity. This is partly because innovation has not yet become an obvious object of business 

accounting, and costs incurred during the innovation process have not yet been properly reflected 

in the accounting system. 

To a large extent, the choice of the right way to account for innovations depends on whether 

they are related to operating activities or are of a capital nature. The application of the proposed 

accounting approach will have a positive impact on the creation of a systematic, efficient, and 

complete reflection of the costs of innovation and their timely write-off to non-current assets or 

expense accounts of the reporting period, which is essential to determine financial results. 

474 “Ensuring other costs 
and payments” 

23 “Production” or other 
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Content of business operations: 1) created a reserve for financing the costs of innovation, including social, legal, 
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legal, personnel; 2) the costs of innovation are written off at the expense of the previously created reserve.

Figure 5. An accounting scheme for the creation of reserves to ensure the cost of innovation
Source: Generalized by the authors

The use of the developed models will contribute to the more rational organization of 
accounting for innovation costs and their reflection in the financial statements to meet 
the needs of users. Whilst the cost of innovation is not a completely new object of ac-
counting, it is an object of management, and is one of the key indicators in the decision-
making process related to improving the efficiency of the financial and economic activi-
ties of enterprises.

The accounting information system can provide data on costs in different sections, 
including to reflect the structure of costs involved in the processes of creating new prod-
ucts and the technological renewal of production. Systems of modelling accounting in-
formation used by business entities allow for such a modification without significant 
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time and effort. At the same time, modern software creates the opportunity to gener-
ate the necessary information and obtain additional analytical indicators for the relative 
comparison of the costs incurred with the planned activity, and to identify reserves for 
their reduction.

5. Conclusions 

The results of this study suggest that the current accounting practice does not allow 
for the full generation of the necessary information regarding the processes taking place 
within innovation activity. This is partly because innovation has not yet become an obvi-
ous object of business accounting, and costs incurred during the innovation process have 
not yet been properly reflected in the accounting system.

To a large extent, the choice of the right way to account for innovations depends on 
whether they are related to operating activities or are of a capital nature. The application 
of the proposed accounting approach will have a positive impact on the creation of a 
systematic, efficient, and complete reflection of the costs of innovation and their timely 
write-off to non-current assets or expense accounts of the reporting period, which is es-
sential to determine financial results.

In the opinion of the authors, it is expedient to create a single methodology for ac-
counting for the cost of innovation, which will help to provide reliable information and 
increase its analytical properties. It is also important to identify reserves to reduce costs. 
Thus, automation of the accounting of expenses for innovation will allow for their ef-
ficiency to be increased without a considerable increase in the complexity of accounting 
works.

The results of the study to account for the cost of innovation determine the need 
for the development and implementation of guidelines (standard correspondence of ac-
counts) for accounting to reflect them in accounts and in accounting registers. The re-
sults of this study are aimed at improving the reliability, efficiency, and analytical nature 
of accounting, which will enhance the effectiveness of innovation cost management.

Prospects for further research in this area include the development of approaches 
to the generation of forms of internal reporting to manage the cost of innovation. The 
compilation of internal reporting will systematically allow for the formation of databases, 
which will facilitate both the rapid use of the necessary information to manage innova-
tion processes and the rapid search for the necessary data.
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banking resources, there is huge investment potential for the development of the real sec-
tor, including innovation, the long-term resources of insurance companies, and a pension 
fund. This paper offers promising directions and recommendations for enhancing the par-
ticipation of all of the major parties of the financial market of Kazakhstan in the financial 
support of innovations, so as to increase the competitiveness of the national economy and 
ensure its continued qualitative growth.

Keywords: intersectoral cooperation, regulatory institutions, economic growth, inves-
tment.

JEL Codes: G24, G38, O16, O38, O43

1. Introduction

The modern conditions of ongoing global geopolitical change and market volatility 
require the sustainable development of Kazakhstan’s economy. Its progressive growth 
can be achieved by qualitatively diversifying the structure of the economy and increas-
ing its competitiveness, including through the active generation and implementation of 
higher levels of technology. Naturally, the issue of innovative development is especially 
important for the economy of Kazakhstan, which is developing within the framework of 
the model of “catch up” development (Davletbayeva et al. 2018; Taubayev et al. 2019). 
This is particularly emphasised in documents of strategic importance, such as the Presi-
dent’s “Kazakhstan – 2050” Strategy (2012) and the “Third Modernisation of Kazakh-
stan: Global Competitiveness” (2017). At the same time, the country is implementing 
the “State program of industrial and innovative development for a 5-year period” (2014) 
and the “Concept of innovative development of the Republic of Kazakhstan until 2020” 
(2013), which enshrine the basic principles, goals, and objectives of the innovative de-
velopment of Kazakhstan. With that, difficulties in the implementation of this strategic 
direction of Kazakhstan are evidenced by the country’s position in the Global Innovation 
Index (2019), where Kazakhstan ranked only 92 out of a possible 100 in the composite 
index of results.

The authors believe that for the qualitative growth of innovations and the innova-
tion sector at large, efforts merely on the part of the state are not enough. Best interna-
tional practice indicates that those countries that have managed to harmoniously com-
bine the efforts of state bodies and private entrepreneurs achieve the greatest successes 
in innovative performance. Considering the capital intensity of any fully-fledged in-
novation process, the issue of financing plays an important role in the implementation 
of innovative projects (Andrijauskiene and Dumčiuvienė 2019). This refers to active 
financial and credit support for innovations by the entities of the financial and credit 
system, which bear the main burden in the practices of OECD countries. State bodies 
retain only the right of indirect participation in the part of the regulation that is aimed 
at aid and stimulation.
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Meanwhile, the Kazakhstani practice of interaction between financial/credit struc-
tures and active innovative enterprises leaves much to be desired. Often, even projects 
with promising ideas do not pass the examinations of financial organisations against the 
background of their low-risk appetite and the requirements of the financial regulator. 
The results of this behaviour are evidenced by data such as the share of investments in 
fixed assets and in innovations (18.9% of GDP and less than 1% of GDP, respectively), 
and the fact that the share of innovative enterprises does not exceed 10% (compared to 
50% in foreign countries) (Website of the Committee… 2020). In this regard, the pre-
vailing tendencies and the presence of unresolved problems, including regulatory ones, 
which limit the investment potential of financial institutions in Kazakhstan emphasise 
the ambiguity and the relevance of this subject. There is a necessity for a critical reinter-
pretation of the content, forms, and mechanism for regulating the activities of financial 
organisations from the standpoint of their more productive interaction with the subjects 
of the innovation sector in the context of new economic realities.

Financial support for the effective functioning of the innovation sector constitutes an 
object of active research in connection with the need to improve it. Various aspects of 
this problem have been considered in the works of both Kazakh and international scien-
tists, forming a scientific and methodological framework for the development of this sub-
ject and helping to achieve the purpose of this study. A study of the interrelation between 
the banking sector, the stock market, and the growth of innovation – with consideration 
of the democratic levels of political institutions – was carried out by C.-Y. Ho, S. Huang, 
H. Shi, and J. Wu (2018). Problems with the influence of intersectoral interaction on eco-
nomic development, including in terms of innovative development, have been directly 
studied in the works of many Kazakh and international scientists. Among such studies 
is the work of A. Toxanova et al. (2017), which discusses various ways of financing in-
novative entrepreneurship. Toxanova et al. also considered the role of state development 
institutions in financing innovation, including the degree to which financial and credit 
instruments are used in the innovative development of the country.

Issues of enhancing the interaction between financial organisations and enterprises in 
the real sector were considered in a study by L. Matveeva et al. (2015), where the authors 
presented a model that allowed them to study the impact of the intra-group financing of 
financial and industrial groups and to determine the amount of investment possible. A 
study by N. Hutchison et al. (2016) examined the financial instruments of infrastructure 
investment projects, with the authors strongly supporting the idea that the introduction 
of project bonds will contribute to the growth of investment in infrastructure amidst a 
decrease in bank lending. The interrelation between internal and external financing and 
the degree of innovation in European companies is explored by P.A. Nylund et al. (2020) 
and R.P. Pradhan et al. (2020). Both groups of authors concluded that external financ-
ing in the form of debt reduces a company’s profitability and constitutes a deterrent. 
However, despite the depth of the investigations carried out by these researchers, some 
aspects of intersectoral cooperation remain understudied.
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2. Materials and methods

For the empirical analysis of the data used as evidence in this paper, econometric 
modelling methods were used – namely, correlation-regression analysis with the con-
struction of paired and multiple linear regression models. The Stata 13 software suite was 
used as a modelling tool, and a graphical illustration of the dependencies was carried out 
in Excel. Statistics were taken from the international database of the World Bank (2020) 
and the database of the National Bank of the Republic of Kazakhstan for the period of 
1993–2018. Within the framework of the modelling of dependency indicators, an at-
tempt was made to determine the greatest degree of influence exerted by various sources 
of financing innovation on the growth of the innovation sector. The indicator “Export of 
high-tech goods in the total industrial export” was taken as an effective factor. 

To assess the impact of the investment potential of various financial institutions on 
the growth of the innovation sector, an economic and mathematical model was con-
structed. For this, the selected indicators were grouped in the following areas: “bank 
loans”; “assets of financial institutions”; and “stock market” (Table 1). For each group of 
factors, a correlation analysis of interrelation with the indicator of “the export of high-
tech goods in the Republic of Kazakhstan (Inn, % of industrial exports)” was conducted, 
and a corresponding regression model was constructed.

Table 1. Grouping of indicators of sources of innovation financing 

Bank loans Assets of financial institu-
tions

Stock market

1 group 2 group 3 group

Domestic loan to the private 
sector by banks (C1, % of GDP)

Banking assets (A1, % of GDP) Market capitalisation of companies 
(F1, % of GDP)

Long-term bank loans to legal 
entities (C2, % of GDP)

Pension assets (A2, % of GDP) Outstanding shares, total value 
(F2, % of GDP)

Short-term loans of second-
tier banks (C3, % of GDP)

Assets of insurance compa-
nies (A3, % of GDP)

3. Results and discussion

The banking sector has been and remains the main source of credit support for the 
economy of Kazakhstan. However, the ratio of bank loans to GDP in 2019 was less than 
22% (The current state of the banking… 2020). Evaluation and comparative analysis of 
the investment potential of the Kazakhstani insurance market and the insurance markets 
of developed countries suggest a significant absence in the investment opportunities of 
Kazakhstani insurance companies due to low levels of capitalisation and of the develop-
ment of the insurance market itself. According to the data reported in “World Insurance: 
The Great Pilot East Countries”, published in 2018 by the Sigma journal, the volume of 
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insurance premiums in Kazakhstan in US dollars amounted to 1.01 billion, compared 
to 1,469.37 billion in the United States, 336.51 billion in the UK, 440.65 billion in Ja-
pan, and 23.59 billion in the Russian Federation (Swiss Re Institute 2019). With that, the 
Kazakhstani share in the global insurance market in terms of total insurance premiums 
amounted to 0.02% in 2018, which is comparable to the levels of insurance premiums in 
Cyprus, Sri Lanka, Serbia, and Oman. Upon investigating the indicators of the national 
insurance sector of Kazakhstan for 2011–2019, according to the National Bank of the Re-
public of Kazakhstan, one can note the growth of total assets up to 1,206.1 billion tenge, 
the income of insurance premiums up to 508.6 billion tenge, and the income from insur-
ance activities up to 399 billion tenge. However, the insufficient capitalisation of Kazakh-
stani insurance companies discourages the development of their investment activities. 
The value of equity of Kazakhstani insurers, despite the constant dynamics of growth, 
is less than 1% of GDP, or 553 billion tenge (The current state of the insurance… 2020).

The issues of using pension savings to invest in the Kazakhstani economy, in particu-
lar in the innovation sector, are very relevant in the search for optimal sources of financ-
ing for innovative development. Pension fund assets can serve as the main factor in the 
growth of financial markets, provided that these markets reach a certain level of develop-
ment, have adequately formed infrastructure, and possess suitable available investment 
tools. Considering the pension sector as a source of financing innovation, the long-term 
nature of the obligations of pension funds and, therefore, their fairly significant potential 
for investment in the innovation sector should be noted. In recent years, Kazakhstan 
has seen an increase in the amount of pension savings accumulated by the Unified Ac-
cumulative Pension Fund, which amounted to 10,800.5 billion tenge in 2019. The ratio 
of pension savings to GDP was 15.7% in 2019 (The current state of the funded… 2020).

Considering the directions of investing the pension assets of the Unified Accumula-
tive Pension Fund of Kazakhstan, it should be noted that pension assets are mainly placed 
in the government securities of Kazakhstan and other foreign countries. In August 2018, 
the decision of the National Bank of the Republic of Kazakhstan on the provision of long-
term liquidity to the “domestic economy” changed the investment orientation of pension 
assets. The UAPF, within the framework of the allotted quota of 200 billion tenge, acted 
as a buyer of JSC Bank TsentrKredit, JSC AB Sberbank, JSC KaspiBank, JSC Eurasian 
Bank, JSC Nurbank, and JSC Bank Home Credit securities, with various terms of circula-
tion (The National Bank… 2020). Perhaps this measure will help to some extent in solv-
ing the issue of banks associated with the lack of long-term resources for lending to the 
economy, including the innovation sector.

Considering the role of the stock market in the economy of Kazakhstan, it should 
be noted that the indicator of capitalisation of the stock market in relation to GDP de-
creased from 50% to 29% for the period of 2010–2019, and the capitalisation index of 
the exchange-traded bond market in relation to GDP for the analysed period slightly 
increased, from 19% to 20%. Despite positive changes, the Kazakhstani securities market 
has not yet become an effective mechanism for the redistribution of cash resources in the 
real sector, and does not significantly affect the development of the economy. A stock 
market has formed in the country, covering the circulation of a limited scope of securi-
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ties. The solution to this issue lies in changing the mechanism for regulating the stock 
market, aimed at reorienting stock market participants towards long-term investments.

Assessment of the influence of the factors of the “bank loans” group showed a strong 
correlation with the export of high-tech goods  .65). With that, short-term loans from 
second-tier banks do not have a positive effect on the development of innovations, since 
. This is because the terms of short-term lending do not coincide with the duration of the 
full innovation cycle. Considering the fact that the indicators of domestic lending to the 
private sector and long-term lending to legal entities are very closely interconnected, it is 
advisable to assess individual models (Eq. 1, 2):

Inn = 5,43 + 0.49 . C1, (4.61) (0.14)	 (1)
Inn = 16.0 + 1,8 . C2 – 3.03 . C3, (3.86) (0.25) (0.65)	 (2)

All regression coefficients are statistically significant. With that, an increase in the 
share of domestic loans to the private sector in GDP by 1% will involve an increase in the 
share of high-tech goods in industrial exports by 0.49%. Similarly, a 1% increase in the 
share of long-term bank loans to legal entities in GDP will contribute to a 1.8% increase 
in the share of exports, while an increase in the share of short-term bank loans in GDP by 
1% leads to a decrease in the share of exports by 3.03% (Figure 1).
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Within the framework of assessing the influence of the factors of the “assets of finan-
cial institutions” group on the indicator of the effectiveness of innovative activities (the 
export of high-tech goods in the total volume of industrial exports) in the Republic of 
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Kazakhstan, the resulting attribute is most affected by the assets of insurance companies, 
and least affected by pension assets ( Aggregate banking assets have a weak effect on the 
result . The regression model in this case has the following form (Eq. 3):

Inn = 20.85 + 0.33 . A1 + 1.89 . A2 + 29.4 . A3, (8.89) (0.12) (0.97)(6.02)	 (3)
Thus, with an increase in the share of banking assets in GDP by 1%, an increase in 

the share of high-tech goods in industrial exports by 0.33% can be expected. In turn, with 
an increase in the share of pension assets by 1%, the share of exports of high-tech goods 
will increase by 1.89%. An increase in the share of assets of insurance companies will 
contribute to an increase in the export of high-tech goods by 29.4% of industrial exports 
(Figure 2).
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According to the authors, the inconsistency of the results obtained regarding pension 
assets indicates the imperfection of the institutions that regulate financial organisations 
in terms of their interaction with the subjects of the innovation sector. Additionally, the 
current practice of strict regulation, whilst also concerning subjects of the banking sector, 
reduces the role of these regulatory institutions in the development of Kazakhstan’s inno-
vation sector. To study the degree of influence of the factors of the “stock market” group, 
which describe the developmental tendencies of the stock market of Kazakhstan, it is neces-
sary to separately distinguish the indicators of “market capitalisation of listed Kazakh com-
panies” and “value of shares in circulation”. However, the results show that these indicators 
do not significantly impact the indicator “export of high-tech goods”. The coefficients of 
paired correlation between these indicators amount to  and , respectively (Figure 3).
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The same result is obtained from a regression analysis of the dependence of innova-
tion on stock market indicators (Eq. 4):

Inn = 24.5 + 0.13 . F1 – 1.44 . F2 (4.78) (0.25) (1.59)	 (4)
The results obtained by applying the economic-mathematical model allow for the 

formulation of the main conclusions in the context of this research:
1.	 The significant potential of the influence of bank loans on the results of inno-

vation – primarily long-term bank loans, the terms of which correspond to the 
duration of a fully-fledged innovation cycle – is confirmed, which determines the 
prospects of their use in contrast to short-term loans, for which such a depen-
dence was not observed.

2.	 A strong correlation was observed between the assets of insurance companies and 
the results of innovation, which indicates the potential of the insurance sector, 
including pension assets. The effective use of the long-term assets of the insurance 
sector in favour of innovation entities is successfully confirmed by global practice.

3.	 As expected, instruments of the securities market did not demonstrate an impact 
on the results of innovation due to the lack of development in the structure of the 
financial market and the lack of experience of entities in the innovation sector in 
the use of securities.

In the context of country models, there are differences in terms of activity and spe-
cialisation of financial organisations in the development of innovation. With that, the 
higher the degree of development of a country’s economy, the higher the share of partici-
pation in the innovation process occupied by the resources of both the banking/pension 
and insurance sectors. A relatively low degree of participation of entities in the banking 
sector in the country’s innovative development is noted in countries with the Anglo-Sax-
on model, where the stock market plays this role, through which real sector enterprises 
form up to 40% of their resources.

In emerging markets, including in Kazakhstan, the centre of gravity is shifting toward 
the public sector. Banking participation is mainly observed in cases where innovative 
projects are guaranteed or subsidised by the state (Rakhmetova et al. 2019). It is no secret 
that such tendencies are formed due to the fact that in the structure of the client base  
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according to the scale of activity, commercial banks give preference to large enterprises, 
the stability and solvency of which is undoubted. However, such enterprises do not ex-
press great demand for banking services due to the sufficiency of their own funds. On the 
contrary, active interaction with banks, including in innovation, manifests itself primar-
ily among small- and medium-sized businesses. The activities of such enterprises are 
characterized by a high degree of uncertainty regarding outcomes and a lack of confi-
dence that their ideas can be successfully commercialised, which in most cases leads to a 
lack of interest among banks in this area of activity.

One can single out the following directions as priority areas for enhancing the par-
ticipation of banking organisations in the development of real innovation:

•• the creation of industry-specific innovative banks is associated with the recogni-
tion of the priority of innovation in the modernisation and structural adjustment 
of the economy. According to the authors, all of the elements necessary for ensur-
ing all stages of the innovation process (business incubation services, technology 
transfer, etc.) should be concentrated within the structure of such a bank, in com-
bination with a clear industry orientation. This will reduce the cost of maintaining 
an array of development institutions;

•• the development of cluster initiatives in the regions. In 2006 in Kazakhstan, the 
concept of creating regional socio-entrepreneurial corporations (SEC) was ap-
proved. These were territories created for the full production cycle of high-tech 
products, divided into several cluster formations. However, while support for 
regional economic entities, including innovatively active enterprises within the 
framework of the cluster approach, was fairly well conceived, problems remain 
in providing financial assistance to them. In this regard, financial institutions that 
would possess autonomy in deciding whether to grant a loan or finance a project 
should be built into the regional innovation system (Alquist et al. 2019). In par-
ticular, this refers to a combination of clustering practices that are already used 
in the real sector with the formation of regional banking clusters, which should 
include both regional development banks and industry-specialised banks in ac-
cordance with the industry specialisation of the region, which are to perform the 
functions of financing innovation;

•• the introduction of tax incentive practices: there are various measures of tax incen-
tives for innovation. The mechanism of tax incentives is as follows: for the first two 
years, a company is completely exempt from taxes, and in the following years their 
rate is set at 15% (Galyukshova 2010). Companies that work in technology parks 
have the right to pay only 10% of the income tax rate, while in a number of technol-
ogy parks this rate is set at 0%.

4. Conclusions

The pronounced processes of globalisation and the current tendencies of financial 
and economic turbulence have exacerbated issues that concern the sustainable develop-
ment of national economic systems, including those based on the harmonious intersec-
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toral cooperation of various economic entities. In this study, an attempt was made to 
simulate data so as to prove the degree of influence of the resources of financial institu-
tions on the development of the innovation sector in Kazakhstan. With that, the pro-
cess of interaction between the financial/credit and innovation sectors of the economy 
is capable of simultaneously generating a multitude of effects – including results at the 
micro-, meso-, and macro- levels.

To effectively utilize the investment opportunities of Kazakhstani insurance compa-
nies, it is necessary to formulate an appropriate state investment policy concerning the 
insurance market, which should contribute to an increase in its investment potential and 
should factor in the country’s investment priorities. To increase the role of pension assets 
in the development of the Kazakh economy and the innovation sector, it is necessary to 
develop mechanisms for transforming pension savings into investment resources aimed 
at developing priority sectors.
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authors used a systematic approach, the selection of necessary information, and logical 
inferences.

It is demonstrated that the economic potential and the narrowness of the sales markets 
in these countries are unattractive for investors. Aging populations, high youth unemploy-
ment, and rampant migration complicate the socio-demographic situations. The national-
istic egoism of the business elite, which has grown stronger in the years since independence, 
exerts significant pressure on political power.

An analysis of the indicators of the global competitiveness of selected countries leads to 
the notion that the national economies of Central Asia may show growth in the future. The 
region has a competitive advantage because of: the reduced costs of transport and logistics; 
a similar culture of consumption and customer demands; comparability of household in-
come; and greater demand for products within the region.

Noting attempts of the countries in the region at integration, the authors outline in-
tensifying contradictions and conflicts that include: ethnic enclaves, border problems, the 
distribution and regulation of water resources, trade, and customs barriers.

An important outcome of this study is the identification of opportunities for regional 
cooperation and the format for expanding integration ties between Central Asian coun-
tries. These countries represent a single economic space, and the use of the entire range of 
relations – from single agreements to international ones – will benefit these countries as a 
large region in the global market.

Keywords: global competitiveness, Central Asian countries, cooperation, integration, 
socio-economic situation.

JEL: D41, F15, Z13

1. Introduction

The countries of Central Asia (CA) cover the territory of five states: Kazakhstan, Kyr-
gyzstan, Tajikistan, Turkmenistan, and Uzbekistan. After the collapse of the USSR, these 
countries chose various methods of economic liberalization, state property privatization, 
and transition towards a market-based management model. They differ in the perfor-
mance of the implementation of reforms, methods of management, and the degree of 
economic centralization. Over the course of time, mistakes in the management of the 
economies of these countries, border conflicts, and disputes over the solution of water-
power problems have worsened their situations and led to strained relations. Today, the 
countries of this region are developing unevenly, and the available prerequisites for re-
gional economic integration have not been sufficiently utilized. These countries started 
on the path towards market transformation simultaneously, but today one can observe 
differentiation in the levels of development. This can be explained by differences in start-
ing conditions, available economic potential, management culture, national peculiarities, 
and assumed models of management. The period of time that has elapsed since gaining 
independence is also different for these countries.
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Kazakhstan is positioned as a state with a territory of gargantuan scale and significant 
economic potential. The country has commercial reserves of ferrous and non-ferrous 
metals, 84 types of industrial minerals, and oil and gas – all of which support economic 
development. This republic ranks 7th in uranium production, 9th in silver production, 
and 10th in zinc and alumina production globally (Kazakhstan. General characteristic 
2016; Nurasheva et al. 2019). 

Market reforms are actively carried out, the Astana International Financial Center 
has been set up on the territory of the International EXPO–2017 exhibition site, the 
“People’s IPO” project is being implemented, and shares in KEGOC, KazTransOil, and 
Kazatomprom are being successfully sold. In spite of sustainable GDP growth, the rate 
of the national currency is unstable, the banking sector is experiencing a state of fever. 
Analysts agree that the export-raw-material model is in a dampened stage, oriented to-
wards the extraction of raw materials and providing financing from external resources.

The natural resources of Uzbekistan are quite diverse, and create favorable condi-
tions for the development of the branches of the natural resource complex. The country 
is among the world leaders in reserves of silver, tungsten, phosphate rock, potassium salt, 
and rare earth metals; it is the third largest exporter of cotton in the world, and a major 
supplier of gold and natural gas to the global market. For a long time, elements of the 
centralized economy remained in Uzbekistan, and market reforms only began in the last 
2–3 years. An investment environment and measures to stimulate investment, along with 
guarantees of protecting investors’ rights, have been formed. The volume of accumulated 
investments in 2018 amounted to $190 billion, of which over $65 billion were interna-
tional (Begalov 2018; Salimov 2018). 

Turkmenistan is a predominantly desert country, with nomadic cattle raising and 
intensive farming in irrigated oases thanks to the Kara Kum Canal. The country has enor-
mous gas (the fifth largest reserves in the world) and oil resources, and is the tenth largest 
cotton producer in the world – half of the irrigated land of Turkmenistan is occupied by 
this crop (Trapeznikov 2018; Turkmenistan Economy 2020). 

Tajikistan is a small, mountainous country, poorly endowed with resources other 
than water. For a large part of the 1990s, Tajikistan was engulfed in civil war and remains 
in poverty today (Akhmedov 2016; Republic of Tajikistan. Recent social and economic 
trends and short-term prospective 2019).

Despite the stabilization of the economic situation after numerous political upheav-
als, Kyrgyzstan has not fully restored its potential. The main export-oriented industries 
are mining and energy, and gold mining at Kumtor – the world’s largest gold deposit – 
provides a significant portion of currency supply. In addition, the republic ranks first in 
the world in terms of reserves and production of mercury. For a long time, Kyrgyzstan 
was the first and the only state in the region to join the WTO, which can be regarded as a 
product of its vigorous implementation of early economic reforms (Kyrgyzstan: Country 
overview 2018; World Economic Outlook Database 2019).  

The countries of the region – with the exception of Kazakhstan – lag behind in the 
human development rating. These states are, to different degrees, open to international 
and regional trade, the movement of labor and capital, the provision of services, and 
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various forms of collaboration and cooperation. However, these countries have much in 
common, including geographic location, common history, linguistic and cultural prox-
imity, and established economic ties. Therefore, current restrictions on foreign economic 
activity can be considered a temporary phenomenon.

It should be noted that there are few in-depth studies on the socio-economic prob-
lems of these countries. Instead, research is mainly conducted at the local level and is 
contained in scientific journals published domestically. There are no scientific papers 
that consider CA countries as a single economic territory, reflect the real level of integra-
tion, and consider the regional division of labor within. In addition, most publications 
have political implications, and seek to explain the decisions and legislative initiatives of 
the authorities. 

On this evidence, this article sets the following goal of the study: to examine the char-
acteristic trends of development and the distinctions of the national economies of CA 
countries to provide a forecast for the prospects of the region’s development and the pos-
sibility of expanding integrative links between these countries. The objectives of the study 
are: to consider the stages of development of the economies of the CA countries in the pe-
riod of independence; to observe the course and dynamics of market reforms; to elucidate 
the socio-economic situations in these states; and to show the degree of competitiveness of 
national economies and opportunities for regional economic cooperation. Therefore, the 
subject matter is: the socio-economic processes taking place in CA countries.

2. Methods and methodology of research

The presence of a real diversity of national economic models in global economic 
practice creates the need to use various research methods. In the course of this study, 
logical reasoning, various methods of sampling the necessary information and its group-
ing, and both system and statistical analysis have been used. The use of a context-specific 
approach made it possible to consider the special conditions of the development of coun-
tries, to clearly distinguish between the established facts, and to achieve the indicators of 
the economies of countries.

When considering the socio-economic situation in these countries, a systematic ap-
proach was used – involving consideration of the national economy as a system of es-
tablished relations in the political, economic, and social spheres. This meant an analysis 
of all of the interconnections of countries within the region, which revealed a shared 
negative aspect of these economies – their primarily agrarian character, and hence the 
low productivity of labor.

Observation is widely used as an active cognitive process based on statistical data, 
which has led to an objective analysis of the economies of countries and conclusions that 
do not depend on the will and desires of individual experts and scholars. As a result, it 
can be concluded that government regulation plays a large role in the overall process of 
the functioning of national management systems.

Considering the five former republics of the Soviet Union as independent states, 
the authors resorted to comparison to recognize similarities and differences in these 
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countries and the processes taking place within them by comparing the main indicators 
of development. Similarities in the historical past have determined similarities in the 
ways of development of economies, the processes of transition to new methods of man-
agement, and the methods of government of these states. Here, analogy has been used 
as a method of scientific cognition, through which we have attained knowledge about a 
country on the basis of its similarity with another from the point of view of cultural, his-
torical, and geographical contexts. The historical method of research is known as a tool of 
cognition of social phenomena and processes. In this regard, the authors used periodiza-
tion – the study of economic processes according to the main periods of development 
of countries – by comparing the Soviet and post-Soviet eras. Knowledge of cognition 
methods enabled the authors to note the continuity of the historically-changing forms 
of development of countries in the region, which explains the rather complex and slow 
transition of individual CA countries to market relations.

Using the methods of processing and analyzing the statistical data on countries’ 
GDP, global competitiveness, available resources, etc., it became possible to reveal that in 
the modern world there is a large variety of national economic models, which confirms 
the objective need to develop a theory of the nation-specific peculiarities of economic 
models. From a practical point of view, the study of the CA countries focuses on the 
multiplicity of ways of economic development, and thus obliges reformers to take into 
account variability and plurality when it comes to choosing methods of transforming the 
existing economic system.

3. Results of the study and discussion 

3.1. The results of the stages of reforming economies

Analysis of the economies of the CA countries allows for the identification of several 
periods of their transformation. 

The first stage was macroeconomic stabilization based on a tight monetary policy. 
In 1991–1994, economies were liberalized, orientations towards political independence 
were adopted, and the following two years were aimed at strengthening economic trends 
in the policies of these states.

The second stage was aimed at overcoming the decline in production. In 1995–1999, 
the transition to a socially-oriented economy began, the concept of reforms was devel-
oped, and the activation of human capital took place. During this period, there was slight 
economic growth, which was a prerequisite for the third stage – when significant changes 
began in all spheres of life.

The third stage – 2000–2005 – can be characterized as a period of struggle with pov-
erty and unemployment, the beginning of economic growth, and a sense of some results 
from market reforms. The years 2000–2005 were marked by economic recovery in all of 
the countries of the region, and governments began to actively implement social pro-
grams on: education, health care, retirement insurance, social protection, and employ-
ment. GDP growth in Kazakhstan was achieved through the export of fuel and power 
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resources, in Kyrgyzstan and Tajikistan through the growth of agricultural production, 
and in Uzbekistan due to the work of enterprises according to the old model. 

The fourth stage took place in 2006–2010. The decisive factors that determined the 
success of reforms in this period were the speed and intensity of structural transforma-
tions, the quality of state regulation of the economy, and activity in the development of 
market institutions. The emphasis shifted from macroeconomic stabilization to protec-
tion of property rights, respect for the rule of law, predictability of economic conditions 
and the “rules of the game”, and the formation of trust in the authorities.

The fifth stage began in 2011 and continues to the present day. This period is char-
acterized by the implementation of institutional reforms, thee deepening of market re-
forms, the implementation of legislative initiatives, and the strengthening of the banking 
sector and financial market. The creation of integration associations and unions is also 
intensifying. 

The countries under examination all demonstrate an increase in indicators in attract-
ing direct international investment, especially in the extractive industries. Whilst large 
investments are attracted by Kazakhstan, the share of other countries remains small due 
to the weak progress of reforms (Kazakhstan in 2017 2018). International experts note 
the desire of the leadership of CA countries to enter into an open and constructive dia-
logue with investors. Measures are being taken to improve the investment climate, the 
conditions of doing business, and the regulatory and legal framework, in order to ensure 
compliance with international best practice. Regulation on specific issues is consistently 
improving (for example, tax, currency, and customs regulations) (Nurasheva et al. 2020). 
The openness of the world creates conditions that force national businesses to compete 
with companies from other countries, while fragile domestic business structures are put 
in a difficult position. Transnational companies have become the major influencing fac-
tor, of which there are over 70,000 globally, according to the UN. Their annual turnovers 
often exceed the budgets of many states, and the interests of these monsters do not always 
coincide with those of national states – which can lead to social conflicts. Foreign inves-
tors consider CA to be an extremely attractive region in terms of investment. Proximity 
to the fast-growing markets of Russia, China, and a number of Asian countries offers 
great opportunities to many investors in industry and in the financial services sector 
(Europe and Central Asia Economic Update 2020). At the same time, proximity to China 
may present some danger in view of the level of labor productivity and production ef-
ficiency in this country.

3.2. National economies: economic climates and weight in the global economy

In a region with more than 71 million people and a total GDP of $265.2 billion in 
2019, there are two leaders: in terms of population – Uzbekistan (over 45% of the region’s 
population), and in terms of economy – Kazakhstan (around 60% of regional GDP, 
Fig. 1). Population size and size of the economy are key factors that investors and trading 
partners pay attention to when deciding upon long-term cooperation plans. Clearly, the 
larger the volume of the market, the greater the opportunities for business development.
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If the CA countries are represented as a single economic territory, they are far more 
competitive in comparison to such countries as Azerbaijan, Armenia, Afghanistan, 
Georgia, and Mongolia, and become more comparable in terms of population and size 
of economy to such countries as Pakistan, Iran, Turkey, and Russia (World Economic 
Outlook Database, 2019). For a long time, the stereotype persisted that the CA countries 
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had nothing to trade among themselves, and were competitors to each other because of 
their agrarian and raw material economies.
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Indeed, data on the export and import of goods, presented in Figures 4 and 5, indicate 
that the size of regional trade within the CA countries is insignificant (6.3%). Meanwhile, 
that the countries have things to trade with each other is considered a prerequisite for 
deepening the division of labor within the region. 
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The main components of the goods exported by the CA countries are mineral re-
sources and the products of their processing (87.6%), which these countries do not trade 
with each other and instead send outside the region (Oseledko 2018; Trade Summary 
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for Europe & Central Asia 2018). However, if one removes the export of mineral com-
modities and metals from this data, a completely different picture is observed (Figure 5). 
Now, active regional trade is noticeable, despite the existence of various barriers. Mineral 
commodities (oil, gas, primary processing products) and metals (gold, copper, ferrous 
metals, zinc) account for 97.1% of the region’s exports to Europe, 93% of its exports 
to China, and 66.5% of its exports to Russia, where a considerable amount of export is 
also composed of soft goods and food. Analysis shows that hydrocarbons form the vast 
majority of the exports of Turkmenistan and Kazakhstan. These countries are consider-
ably less focused on regional markets than Tajikistan and Kyrgyzstan, whilst Uzbekistan 
occupies an intermediate position.

The high dependence of CA countries on the export of goods carries great risks as-
sociated with the volatility of global prices. The key issue here is the so-called “Dutch 
disease” when – due to the significant export volumes of minerals – the development 
of other sectors of the economy, especially the processing industry, is frozen. This gives 
rise to the social stratification of society (as few earn money from exports), bureaucracy, 
and corruption (Amini, Douarin, and Hink 2021). Today, the finished products of CA 
countries are not competitive enough in foreign countries. At the same time, there are 
competitive advantages within the region due to: 1) reduced transportation and logistical 
costs; 2) a similar consumption culture and customers’ needs; and 3) more in-demand 
goods in terms of comparability between levels of income.

A more detailed analysis suggests that the possibilities for regional cooperation are 
quite large. According to the theory of comparative advantages, the export of goods and 
services in which the country specializes allows for the purchase of those goods and ser-
vices for which production is less profitable. As a result, all of the countries participating 
in the international division of labor increase their well-being. On this issue, it is neces-
sary to convey the notion that only regional integration will attach considerable weight 
to the region and create incentives for the development of its countries.

3.3. Socio-demographic factors of identification	

CA states are located in different climatic zones with a wide variety of natural condi-
tions and, according to the UN criteria, they belong to the classification of developing 
countries. Political and economic transformations are being carried out in all CA coun-
tries with varying intensity, and attempts are being made to integrate into the global 
economy. Kazakhstan and Kyrgyzstan are members of the Eurasian Economic Union 
on par with Russia, Belarus, and Armenia (Statistical Yearbook “Commonwealth of In-
dependent States” 2017; Ubiria 2015). The population of the region 25 years ago was 50 
million people – in the time since, it has increased by 42%. This is a fairly high indicator, 
and this growth was accompanied by an increase in life expectancy and a reduction in 
mortality (Table 1). 

The highest birth rates can be observed in the poorest countries – 22.6 and 23.8 peo-
ple per 1000 inhabitants in Kyrgyzstan and Tajikistan, respectively. Compared to the 
other countries of the region, the mortality rate is very high in Kazakhstan – 8.2 people 

https://www.cambridge.org/core/search?filters%5BauthorTerms%5D=Chiara Amini&eventCode=SE-AU
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per 1000 inhabitants (Satubaldin 2014; World Economic Outlook Database 2020). In 
the main agrarian territories, the population density exceeds 100 people per square ki-
lometer, which is comparable to the indicators of large cities. By population, the largest 
country in the region is Uzbekistan, which is home to 32.4 million people. Of these, 8 
million live in the Fergana Valley with a population density of 360 people per square ki-
lometer, which is 12 times higher than the overall population density of Kyrgyzstan and 
55 times higher than that of Kazakhstan (for comparison, in Shanghai this indicator is 
435 people per square kilometer) (Statistical Yearbook “Commonwealth of Independent 
States” 2017; Zakhvatov 2014).

Table 1. The main demographic indicators of the CA countries, 2019

  Population 
(million 
people)

Population 
density (per 

1 sq. km)

Area (thou-
sand sq. 

km)

Birthrate 
(number of 
births per 

1000 people)

Mortality 
(number of 
deaths per 

1000 people)

Natural 
growth of 
popula-

tion

Kazakhstan 18.0 6.5 2,725 18.7 8.2 10.5
Kyrgyzstan 6.2 30.5 200 22.6 6.6 16.0
Tajikistan 8.9 60.,8 143 23.8 6.1 17.7
Turkmenistan 5.8 11.7 488 19.3 6.1 13.2
Uzbekistan 32.4 70.9 447 16.9 6.1 11.6
Total 71.3 - 4,003 - - -

Source: Statistical Yearbook “Commonwealth of Independent States” (2019)

According to the UN, individual countries in the region are gradually approaching 
the threshold of old age. In 2018, the age structure of the populations of Kyrgyzstan and 
Uzbekistan changed from a young one towards an increase in the proportion of people 
over 65 years of age. With an increase in the proportion of the aged population, experts 
also note a tendency of growth in the proportion of children (in 2018, their proportion 
was one third).

There is uncontrolled growth in large cities due to the appearance of slum territo-
ries, which is fraught with social tension. Kyrgyzstan provides an example, where the 
inhabitants of the outskirts of Bishkek were the main driving force behind the coups of 
2005 and 2010. Because of inter-ethnic clashes in the south of Kyrgyzstan in 2010, tens 
of thousands of Uzbeks and Kyrghiz left their homes. According to the Office of the 
United Nations High Commissioner for Refugees, the clashes in Osh and Jalal-Abad led 
to the displacement of around 375,000 people, 169,500 of whom never returned. These 
examples demonstrate the problems that CA countries may potentially face in the future 
(Rezvani 2013).

In the CA region, Tajikistan, Uzbekistan, and Kyrgyzstan are considered the poorest 
countries, with the predominance of the agrarian sector in their economies. Around half 
of the population of the region is below the poverty line, and a systemic crisis, with high 
inflation and unemployment, has had a negative impact. The rise in prices of essential 
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goods has badly affected the poorer strata of society, and the population spends, on aver-
age, 70% of their income on food. Average monthly incomes are also low, constituting: 
$70.1 in Kyrgyzstan; $53.8 in Uzbekistan; and $32.6 in Tajikistan (Tsereteli 2018; The 
standard of living… 2019; World Bank 2017; Sputnik Tajikistan 2018).

It must be said that uneven regional development is observed in all of the countries 
of the region. Thus, according to the Statistic Committee of Kyrgyzstan, the highest 
real incomes are in the capital of Bishkek ($80.4) and in the Osh ($72.7) and Chui ($64) 
oblasts; the lowest are in the Naryn and Talas oblasts ($14.5) (Kyrgyzstan Economy 
Profile 2020).

Uneven distribution of income also takes place in Tajikistan. Although Tajik authori-
ties declared that GDP had grown by 12% and household income by 10% in 2017, ex-
perts say that the real growth rate of the economy was only 7% (Najmiddinov 2018). In 
general, the welfare of households in Tajikistan improved mainly due to financial remit-
tances from abroad, wage growth, and self-employment. The average monthly nominal 
wage of salaried employees in 2017 was 1,228 somoni ($135), and the minimum wage in 
the country was 400 somoni ($44). For reference, 1 US dollar is equal to 9.11 Tajik so-
moni. There are large regional differences in incomes: the highest wages are received by 
Dushanbe residents – 1,934 somoni – and the lowest wages are received in the Khatlon 
oblast – an average of 916 somoni (World Bank 2017; Sputnik Tajikistan 2018; Najmid-
dinov 2018; Khramova et al. 2020).

It should be noted that, thanks to the support of the World Bank Group, in 2015–2018 
the Partnership Strategy for Tajikistan was implemented, which expanded opportunities 
in the private sector, especially in rural areas. As a result, the investment climate has 
improved, the costs of doing business have decreased, and the hydropower and mining 
industries have been developed. Investment in education, water supply and sanitation, 
irrigation, and transport has also increased.

The situation in Turkmenistan is somewhat better. The presence of an abundance of 
natural resources masked the need for change, delaying the reforms of the first generation 
such as price and trade liberalization, privatization of state property, and the creation of 
market regulation institutions. Changes began only after 2007, and tight administrative 
control and the large role of the public sector in the economy remain the main obstacles 
for the development of the private sector. In 1993, privileges were introduced for the 
country’s citizens – water, gas, and electricity became free, and, later, free gasoline was 
also introduced. This privilege was cancelled in 2014, and since 2017 all public utilities 
privileges have been withdrawn (Azatlyk Radio 2017; Crude Accountability 2009). As a 
result, food prices have begun to rise, public sector wages are stalling, and unemployment 
is growing.

At present, Turkmenistan is experiencing an economic crisis, facilitated by a global 
decline in the prices of power resources and the high cost of building expensive facilities 
(for example, for the 2017 Asian Games). International experts note the deterioration 
of the economic situation in the country and the decline in income of the population 
(Richardson 2013; Turkmenistan Economy 2020). The country is considered one of the 
most closed in CA, and indeed globally, and official unemployment statistics are not 
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published. Since 2007, Turkmenistan’s authorities have not provided information re-
garding population size. Meanwhile, income level is above the average in the region: on 
1 January 2017, the monthly minimum wage was set at 650 manats ($185). Despite this, 
Turkmenistan is still in the early stages of its transition to the global market. For refer-
ence: the official exchange rate of the Turkmenistan central bank is 3.51 manats per $1. 

 SMEs and private entrepreneurship are the basis of Uzbekistan’s economy, consti-
tuting 56.7% of GDP and 77% of all employed work (Yusupova 2018). Over 60% of the 
population lives in densely populated villages, leading to high employment of the popu-
lation, and the inflation rate does not exceed 5–6% (Isayev (2017; Melibayev 2017). At 
the same time, the authorities openly admit that officially reported figures differ greatly 
from real ones. Thus, the Minister of Finance, Jamshid Kuchkarov, reported at a meet-
ing of the Senate that the real inflation rate, following the results of 2017, was projected 
at 14%, although the State Statistics Committee gave a figure of 9–10% (Smirnov 2017). 
In a country with an official level of unemployment of around 5%, there is chronic, hid-
den unemployment – up to 20% in cities. Meanwhile, according to government reports, 
hundreds of thousands of jobs are created annually in the republic. In 2015 alone, over 
980,000 jobs were ostensibly created in the country, of which more than 60% were in ru-
ral areas. Labor migration has taken on such a scale that it is no longer possible to manage 
it, and over 3 million Uzbek citizens work abroad (in Russia, Kazakhstan, Turkey, and 
even Kyrgyzstan). Migrant remittances account for 12% of GDP, but since the statistics 
only take into account official bank transfers, in reality, the amount of money transferred 
by migrant workers to their homeland is much higher (Salimov 2018; Yusupova 2018).

A tour of the CA countries suggests that there are many common problems. These 
include: excessive centralized regulation of the economy; the underdevelopment of mar-
ket relations; the low incomes of the population; and the uneven development of regions 
within countries.

3.4. Global indicators reflect internal problems

Today, due to many factors, CA countries are not in the best condition in terms of 
the main indicators. GDP per capita in Uzbekistan, Kyrgyzstan, and Tajikistan is several 
times lower than in developed countries (Table 2) (Tsereteli 2018; Europe and Central 
Asia Economic Update 2020).

Table 2. A comparison of selected countries based on GDP per capita, 2019

No. Countries of the 
world 

GDP per capita, $ No. Countries of the world GDP per 
capita, $

1 Norway 82,733 12 Turkmenistan 8,073
2 Qatar 72,677 13 Turkey 7,615
3 USA 65,062 14 Belarus 6,372
4 Germany 49,692 15 Georgia 4,806
5 France 43,500 16 Azerbaijan 4,779
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No. Countries of the 
world 

GDP per capita, $ No. Countries of the world GDP per 
capita, $

6 UK 42,036 17 Armenia 4,447
7 Israel 41,553 18 Ukraine 3,133
8 Japan 41,418 19 India 2,188
9 Russia 11,461 20 Uzbekistan 1,560

10 Kazakhstan 10,447 21 Kyrgyzstan 1,307
11 China 10,099 22 Tajikistan 815

Source: Eurasian Economic Commission (2019); Monitoring of Sustainable Development Goals Indicators 
in CIS region (2019); List of Countries by Projected GDP per capita (2019)

As displayed above, GDP per capita is higher in Kazakhstan and Turkmenistan, 
whilst in the other countries of the region it ranges from $815 to $1,560, which seems 
to be an extremely low figure on which to carry out reforms and engender innovative 
development. Uzbekistan, Kyrgyzstan, and Tajikistan are in 156th, 161st, and 176th place 
among the world ranking of GDP per capita, respectively (Monitoring of Sustainable 
Development Goals Indicators in CIS region 2018; Europe and Central Asia Economic 
Update 2020; World Economic Outlook Database 2020). Kazakhstan witnessed high 
rates of economic growth from 2003 to 2013, and GDP per capita peaked in 2014 at 
$12,500 (The main socio-economic indicators of the Republic of Kazakhstan in 1991–
2017 2018). Over the past 20 years, $108 billion has been attracted to the economy of 
the republic – 80% of total foreign investment in all CA states (UNCTAD 2018; Pritchin 
2017). Additional improvements to the economy were provided by the upgrading of the 
transit infrastructure, in particular the Western Europe–Western China highway and the 
transportation of goods through the country’s territory to Russia, China, and Europe. In 
addition to GDP per capita, CA countries have low economic competitiveness (Table 3). 

Table 3. The index of the global competitiveness of selected countries according to the World 
Economic Forum

No. Countries 2017–2018 2016–2017

Rank Score Rank Score 

1. Azerbaijan 35 4.69 37 4.55

2. Russia 38 4.64 43 4.51

3. Kazakhstan 57 4.35 53 4.41

4. Georgia 67 4.31 59 4.35

5. Armenia 73 4.19 79 4.07

6. Tajikistan 79 4.14 77 4.12

7. Ukraine 81 4.10 85 4.08

8. Kyrgyzstan 102 3.90 111 3.75

Source: Schwab (2017); World Economic Outlook Database 2020
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As can be seen, the gap between industrially developed countries and the states of 
the CA region is very large (Schwab 2017; World Economic Outlook Database 2020). 
In terms of competitiveness, only Kazakhstan occupies a middle level – Tajikistan is in 
79th place, Kyrgyzstan is in 102nd place, and Turkmenistan and Uzbekistan are not rep-
resented in the ranking at all. A deeper analysis of the main components of the global 
competitiveness index shows that the countries of the CA region, even in comparison 
with the CIS countries, are significantly lagging behind in development (Table 4) (World 
Bank 2020, pp. 73–74; World Economic Outlook Database 2020).

According to the six indicators in Table 4, Russia, Azerbaijan, and Kazakhstan oc-
cupy middling positions. Kyrgyzstan demonstrates very low indicators, and Uzbekistan 
and Turkmenistan, as noted, are often not present in these calculations. In our opinion, 
these indicators are of great importance, as they reflect the advancement of reforms, eco-
nomic freedom, and prospects for scientific and technological development. In this case, 
the lack of full-value market relations in the countries of the region hinders the imple-
mentation of reforms, the introduction of innovations, and the growth of the popula-
tion’s well-being. For example, in Turkmenistan, the state retains a dominant influence 
in the economy, leaving elements of the planning system with subsidies and exerting 
tight control over production and price formation. 

Table 4. The rating of some countries of the CIS and CA regions by major indices of global 
development, 2018

  Health and 
primary 

education

Higher edu-
cation and 

training

Labor market 
efficiency

Infra-
structure

Innova-
tion

Techno-
logical 

readiness

Russia 54 32 60 35 49 57

Armenia 55 69 51 80 70 77

Azerbaijan 74 68 17 51 33 56

Kazakhstan 59 56 35 68 84 52

Kyrgyzstan 75 89 113 109 126 102

Tajikistan 73 76 34 99 47 114

Source: UNDP (2018); Cornell University, INSEAD, and WIPO (2018); Ease of Doing Business Index (2018)

There is strict export and currency control in a mostly-closed economy, which holds 
back foreign investors and disincentivizes innovation. Having transformed in the wake 
of a communist regime, Turkmenistan chose an overly cautious approach to economic 
reform, hoping to use the sale of gas and cotton to maintain a generally inefficient econo-
my, and the scale of privatization was limited. However, thanks to high oil and gas prices, 
export revenues are rising.	

In practice, the markets of many countries are highly monopolized. This is facilitat-
ed by barriers to foreign trade and all manner of preferences created by governments to 
“protect domestic producers”. Natural monopolies and state corporations also play large 
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roles in the economies of all countries. Commercial enterprises in a region often exist in 
an artificially-created supportive environment, without encountering strong competition.

In addition to domestic, economic, and social difficulties, CA countries face unre-
solved inter-state problems. In particular, Tajikistan and Kyrgyzstan have disputes with 
neighboring Uzbekistan regarding their territories, and the issue of water frequently 
engenders argument (Ayupov 2016). After gaining independence, the regional water-
power exchange scheme, which has been in effect since the existence of the USSR, has for 
some reason ceased to meet the national interests of the CA countries. Intensive use of 
the water resources of the Syr-Darya and Amu-Darya rivers since the 1960s has caused 
global climate change due to increased water consumption and the pollution of rivers 
with salts, fertilizers, and pesticides from the drainage of farmlands (Kristopher 2013; 
Izhitskiy et al. 2016). 

With the advent of 2018, 25 years had passed since the creation of the International 
Fund for Saving the Aral Sea, and a lot of work has been done in this regard. In 2018, 
meetings and discussions took place, and the Convention on the Legal Status of the 
Caspian Sea was signed within the framework of the Fifth Caspian Summit in Aktau 
city (Kazakhstan) on August 12 (Masanov 2018). One of the key events in actualizing 
water-power issues in the region will be the projected launch of the Rogun hydroelectric 
power station in Tajikistan, which will become the largest of its kind in CA (Musabekov, 
Nurasheva, and Mergenbayeva 2018). In general, it must be said that the CA countries 
have much to do in order to avoid remaining on the periphery of global civilizational 
development. At the same time, Kazakhstan – being the most powerful and developed 
state – can play a leading role, and use its potential and experience to boost the economy 
of the entire region.

3.5 Central Asian cooperation: experience, problems, and difficulties

Within the framework of the CA region, there were positive trends in integration 
processes. The foundations for these trends were laid by the Treaty on the Establishment 
of the Common Economic Territory of 30 April 1994, between Kazakhstan, Kyrgyz-
stan, and Uzbekistan. This organization was named the Central Asian Union (CAU). In 
March of 1998, Tajikistan joined the CAU, and on 17 July of the same year, at the summit 
in Cholpon-Ata, the name CAU was changed to CAEC – the Central Asian Economic 
Community. In the period from 1994 to 1996, 180 documents were developed and ad-
opted with the aim of creating a legal basis for integration. The seriousness of these inten-
tions was indicated by the fact that the states even signed agreements on the organization 
and formation of a peacekeeping battalion under the auspices of the UN (Chronicle of 
Eurasian integration 2014). 

A legal basis was created for state cooperation that was envisaged to ensure free move-
ment of goods, services, capital, and labor, and implementation of the agreed payment, 
budget, tax, tariff, customs, and currency policies. In order to implement this Treaty, the 
Program of Action was developed for the formation of the Common Economic Territory 
of States until 2000. Agreements on the following have been signed: use of fuel, power, 
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and water resources; construction and operation of gas pipelines in the region; and paral-
lel operation of the power systems of Kazakhstan, Kyrgyzstan, Tajikistan, and Uzbeki-
stan. In the social sphere, the Program of Cooperation in the Field of Migration and the 
Program to create conditions for free movement of labor have also been accepted.

Attempts at integration in the region have been made many times, but only parts of 
these agreements have been implemented. In Tashkent at the end of 2001, the Presidents 
of the four republics decided to transform the CAEC into the CAC – Central Asian Co-
operation. It was at this point that Islam Karimov, realizing that there had been no talk of 
integration, proposed to reformat the CAEC into the Central Asian Economic Forum – 
that is, to turn the association into a membership club like the Economic Forum in Davos 
(Ilkhamov 2019).

On 28 February 2002, in Almaty, the heads of the four states signed the Treaty on 
the Establishment of the Organization of Central Asian Cooperation (OCAC), which 
emerged in place of the CAEC and provided for the latter’s liquidation. The word “com-
munity” was replaced by the vague term “cooperation”. This term is present in the names 
of extremely free structures such as the APEC or OECD, where the implementation 
of decisions is not obligatory. In addition, the word “economic” disappeared from the 
name. This meant that the ultimate goal of the CAEC – the creation of a common market 
of goods, services, and capital – remains unattainable for the present.

However, in the years 2000–2009 the region intensified integration into the global 
economy, and trade-economic ties were established with 192 countries. During these 
years, 30% of the volume of the foreign trade of CA countries was accounted for by the 
EU, 18% by Russia, and 13% by China. Joint projects were implemented in the fields of 
energetics, transport, communication, health care, and science, and positive results were 
achieved by the joint use of interstate highways and railway transport for the transit of 
goods and access to the markets of third-world countries. Unified rules for the certifica-
tion, standardization, and quality control of healthcare products, medical equipment, and 
medical goods produced in the countries of the region came into force (Solehzoda 2015).

Over the course of time, alongside positive trends in regional cooperation, there was 
a slowing of the rate of integration. Internal regional trade declined, and the leaders of 
the CA states witnessed the unviability of the global cooperation projects that they had 
previously scheduled, instead deciding to limit themselves to their own economies. The 
advantages of globalization were thus not utilized due do a number of reasons, including: 
different levels of market transformation in the economies of these countries; differences 
in the rate and scale of economic liberalization; and the low levels of investment activity. 
The issues of interaction of these states in the real sector of the economy and the social 
and cultural spheres remain unsolved. The separation of states was observed, mutual 
suspicions grew between them, there was a struggle for leadership in the region, and ter-
ritorial disputes arose (Yusupov 2015).

The further history of the integration of the CA countries speaks to the discredit of 
the very idea of integration. In 2004, Russia joined the OCAC, and in the following year, 
at the summit in St. Petersburg, a decision was adopted that envisaged the transforma-
tion of the OCAC into the Eurasian Economic Community – EurAsEC. 
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At the beginning of 2007, the President of Kazakhstan, N. Nazarbayev, tried to revive 
the idea of ​​regional integration. This question involved the formation of a single eco-
nomic territory of the five CA countries with the goal of “ensuring the security, economic 
growth, political stability, and prosperity of the region” (Address of the President of the 
Republic of Kazakhstan… 2007, p. 8). At the same time, the President of Uzbekistan I. 
Karimov directly stated his position in observing that “this initiative is unacceptable for 
Uzbekistan. In order to create such unions, it is necessary that the level of economic and 
social development of countries is comparable. Unfortunately, we still have a lot of ques-
tions, so it’s premature to talk about some kind of union” (Uzbekistan left the EurAsEU 
in 2008 due to doubts regarding its effectiveness).

With the abolition of the Central Asian Union and the withdrawal of Uzbekistan 
from the EurAsEC, there are no common multilateral mechanisms of cooperation be-
tween the CA countries. Today, bilateral relations are the main format of interaction 
between countries, which contain a broad range of relations at various levels: from agree-
ments on individual issues to union agreements – such as between Kazakhstan and Kyr-
gyzstan. In addition, the Asian cooperation is partially supported in the framework of 
such broader unions as the CIS and the SCO.

A sober look at the situation in the post-Soviet countries shows that, despite almost 
30 years of independence, most have not become economically independent. In the 
global conditions of the modern division of labor and the objective reduction of natural 
resources, the main vector of development of the CA countries should, in the opinion of 
the authors, be directed towards regional integration.

3.6. Prospects for the integration of the Central Asian countries 

According to experts, in the next two to three years the CA countries will look for new 
ways of cooperation and rethink their positions in international and regional processes 
(Yusupov 2018). This is indicated by the changes in Uzbekistan after I. Karimov’s death 
and the recent events in Kazakhstan in connection with the resignation of President N. 
Nazarbayev. One should expect the launch of new formats and regional consultations 
aimed at strengthening cooperation, both within the countries of CA and with Russia. 
At the same time, one can assume that cooperation in the region will develop mainly 
in the form of bilateral or trilateral relations, for example, Kazakhstan–Uzbekistan, Ka-
zakhstan–Kyrgyzstan, or Kazakhstan–Uzbekistan-Turkmenistan. It is also important to 
understand that each of the CA countries has its own goals and visions, and will advance 
its own interests. The analysis of the broader situation in the region allows some conclu-
sions to be drawn.

1)	 It is impossible to regard the ethnic and socio-cultural homogeneity of the region as 
absolute. It is undeniable that some countries hearken back to the idea of “nomadic 
democracy” whilst others speak of a developed urban culture. At the same time, the 
Turkic cultural component is perceived as a potential threat by Persian Tajiks.

2)	 CA is not a unified region and is not recognized by its member countries as such. 
It is characteristic that in Soviet times the region was called “Central Asia and 
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Kazakhstan”, which spoke to its division into two heterogeneous parts. Despite 
the dominance of Islam, there is no unified religious identity. 

3)	 Due to the approximately similar structure of the CA economies and the absence 
of serious technological specializations, CA countries are not partners – they are 
instead competitors. The narrow natures of sales markets give rise to small semi-
handicrafts, which produce products that are not always of good quality and are 
often characterized by a weak product line. The small scale of production of a 
particular type of product often instigates attempts to master many additional 
directions that allow equipment to be purchased and craftsmen to be employed. 
However, the scale of production in these directions is also not large, and, conse-
quently, their competitiveness remains low.

4)	 There are currently unsolvable interstate contradictions and conflicts on issues 
such as: ethnic enclaves; borders; the distribution and regulation of water re-
sources; customs walls; and population migration.

5)	 The nationalism of political powers and business elites has its impact, because 
they identify their own interests with national ones. It is for this reason that the 
elites in power in the CA countries have no interest in structures that will be 
delegated auditing functions. Meanwhile, without the creation of supranational 
structures, integration is not possible.

6)	E xternal forces are not interested in the independent integration of CA countries. Par-
ties from outside make attempts to involve one or another CA country in their sphere 
of influence, whilst the leaders of some countries are ready to play upon the contra-
dictions among global players in an attempt to seize dominance in the region. This 
increases distrust in power structures, and makes wider integration very problematic.

It seems, then, that there is no motivation to create mechanisms for integration and 
multilateral cooperation in CA. However, that is not so. Today, countries simply address 
internal problems: inflation, unemployment, low incomes, old enterprises, the agricul-
tural and raw material economy, the struggle of business elites for an affected area, and 
so on. As such, the need for intraregional cooperation is more urgent than ever. In the 
opinion of the authors, it is necessary:

•• To solve each problem separately at the interstate level. For example, it is necessary 
to solve the Aral problem. Thanks to the financing of the World Bank and the ef-
forts of Kazakhstan, the “Little Aral” was restored to life via the building of a dam. 
Water salinity has decreased significantly, marine organisms have reappeared, 
around 20 species of fish are harvested, and three fish factories operate. Today, 
experts are proposing the restoration of the “Big Aral” through a set of activities in 
the Amu-Darya river basin (Izhitskiy et al. 2016; Ayupov 2016).

•• To carry out more intensive internal reforms that will lead to the levelling of in-
come in certain localities and the increase of welfare in general. The introduction of 
real market relations will create the basis for countries to conclude agreements in 
the fields of customs and tax, and will contribute to the formation of the CA finan-
cial market. A start was made when the International Financial Center of Astana 
was established at the EXPO–2017 site.
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•• To create a separate agreement for 2–3 years on the specialization of countries in 
the production of certain products and services in order to make export and import 
effective, and to guarantee crops and the output of certain goods. This will create 
close links between the enterprises of the CA countries, expand cooperation, and 
balance their consumer markets. In the regional market, product competitiveness 
increases due to the reduction of transportation and logistical costs, and the ex-
ploitation of similar patterns of consumption and the similar needs of customers. 
In fact, due to the cultural proximity of the CA countries and the comparability of 
revenues, local products are more often in demand within the region than abroad.

At the same time, the CA states can integrate into various broader structures which 
include other countries, for example Russia. Integration associations such as the CIS, 
CSTO, EAEU (Eurasian Economic Union), and SCO should be mentioned as successful 
ones. Of course, there are other associations such as the Organization of Islamic Coop-
eration and the Cooperation Council of Turkic-speaking countries, but they do not play 
such a significant role for CA. Instead, they mainly represent discussion platforms, and 
their adopted decisions are non-obligatory.

Despite difficulties, experts predict that the countries of the CA region will, in the 
long term, encounter positive dynamics of economic growth. According to World Bank 
estimates, the average economic growth rate in Kazakhstan will be around 2–3%, in Kyr-
gyzstan 3–3.5%, in Tajikistan 5–6%, and in Uzbekistan and Turkmenistan around 6% 
(Zubov 2016).

Progress will depend on the effectiveness of the economic policies of the CA govern-
ments, and on political stability in general. External factors such as the stability of world 
energy prices will also have an effect. The influence of China and the Shanghai G8, which 
accounts for 40% of the world’s population and a third of the global economy, will con-
tinue to increase. New global initiatives will be promoted under the auspices of “One 
Belt, One Path”.

4. Conclusion

1.	 From the analysis performed in this paper, it can be concluded that whilst the 
countries of CA have, at various rates, trodden the path of independence, the 
opportunities of market reform have not been fully utilized. The levels of tech-
nological development, domestic market capacity, and economic potential in 
these countries are insufficient for active advancement. Social problems remain 
unresolved, and the business elite – who have grown stronger in the years since 
independence – exert significant pressure on the authorities.

2.	 CA countries are relatively small compared to their nearest neighbors/competi-
tors, and the sizes of their economies are not attractive for investors. If the CA 
countries are integrated as a single economic territory and if various barriers are 
removed, then they will benefit as a large region. The main areas of potential co-
operation include: a) the joint use of the water and power resources of the region; 
b) creating advantages for the goods of the region and fostering mutual trade; c) 
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the development and expansion of transport communications; d) cooperation 
and specialization in a range of products and the creation of joint ventures; and 
e) cooperation in the field of agriculture, including the creation of a network of 
processing enterprises.

3.	 The population growth rates in the region require more decisive reforms: some 
territories suffer from agrarian overpopulation; the growth of large cities is uncon-
trolled; around half of the region’s population are below the poverty line; increases 
in food prices affect the poor social classes especially; unemployment contributes 
to migration outside the region; and inter-ethnic clashes occur intermittently.

4.	 Global indicators of the competitiveness of the CA countries are extremely low, 
even in comparison with the CIS countries. The developmental gap between in-
dustrialized countries and the states of the CA region is very large, which clearly 
prohibits the introduction of reforms and innovation. The authors recommend 
that these countries integrate and act in the international division of labor as a 
single region with a population of 70 million people and a GDP of 260 billion dol-
lars – comparable to the GDP of Iran or Pakistan. This will increase the attractive-
ness of these countries to foreign investors who will introduce new technologies 
and deploy their experience in organizing production and business.

5.	 Prospects for the further development of the countries of the region are seen in 
integration and cooperation on a bilateral and multilateral basis. This can aid 
in solving water-power problems, agreements on the free movement of labor, 
goods, services, and capital, and the formation of a single financial market. 
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1. Introduction

One of the most important aspects of the functioning of the tax system is the assess-
ment of the tax burden and its impact on business. Income tax occupies an important 
place in the activities of business entities, and constitutes one of the economic instru-
ments through which the state influences the market economy (Yatsenko 2020; Proko-
penko 2019). In any organisation, special attention is paid to such an important part of 
the accounting system as income tax, where income is a part of the net income created by 
the enterprise during production. In Kazakhstan, as in many other countries, companies 
maintain accounting and tax records. Accounting and financial reporting are carried out 
in accordance with international financial reporting standards and the Law of Kazakhstan 
“On accounting and financial reporting”. The tax accounting of Kazakhstani companies is 
based on international financial reporting standards, the above-mentioned Law “On ac-
counting and financial reporting”, and the provisions of the Tax Code of the Republic of 
Kazakhstan No. 120-VI  “On taxes and other obligatory payments to the budget” (2017).

Due to the different requirements of legislative acts underlying these types of ac-
counting, discrepancies arise between accounting and taxation management. These dis-
crepancies arise due to the difference in approaches regulating these two types of ac-
counting, as well as due to the different approaches to accounting stipulated in account-
ing and taxation management policies. The differences between accounting and taxation 
management are reflected in accounting, which allows for the comparison between the 
conditional income tax expense accrued on the amount of accounting profit and the 
current income tax calculated according to taxation management rules (Ivanyshyna and 
Panura 2018; Sidorova 2015).

Accounting income is income or loss for the period before the deduction of income 
tax expenses. Taxable income/tax loss represents income or loss for a period determined 
in accordance with the rules established by tax legislation. The main issue in income 
tax accounting is the question of how to take current and future tax consequences into 
consideration (Kusmanova 2015; Shevchuk 2020). Current income tax is the amount of 
income tax that must be paid to the budget, assessed in relation to taxable income for the 
current period. Deferred income tax is an accounting indicator used to compare the tax 
effect of transactions with their effect on accounting, which yields a less distorted finan-
cial result (Sidorova and Goncharenko 2020).

Since income tax affects cash outflow and the size of the financial result, it must be 
accurately and correctly calculated and reflected in financial statements in accordance 
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with the Tax Code. For users of financial information, not only the current, but also 
the future tax consequences of transactions which the company performed during the 
reporting period are important, as well as the impact that the repayment of obligations 
and recovery of the value of assets will have on income tax in future periods. Therefore, 
this task is consistent with the general goals of International Financial Reporting Stan-
dards (IFRS), one of which is to provide credible information to whom it may concern. 
The purpose of this research is to develop practical recommendations on the use of 
the quality of the calculation of income tax in building contractors in the Republic of 
Kazakhstan.

2. Methods

Before considering the procedure for measuring the quality of calculating the income 
tax of building companies in the Republic of Kazakhstan, which is carried out with the 
use of IFRS 12 “Income Taxes”, it should be noted that building is an important indus-
try for both the economy and society, and, judging by the activities of businesspersons 
in this market, is attractive for entrepreneurship. However, new construction projects 
are often launched by market participants without an actual forecast of future demand. 
Profit growth creates a financial basis for the implementation of the expanded reproduc-
tion of the enterprise and the satisfaction of the social and material needs of the founders 
and employees.

The basis for the procedure for forming the profit of an economic entity serves as a 
single model adopted for all enterprises, regardless of ownership (Figure 1). Corporate 
income tax directly affects the amount of net profit, since this indicator is determined 
by the difference between the amount of profit received from the implementation of ac-
tivities and the amount of tax calculated at the corresponding rate (Koshkarbaev and 
Abdiraimov 2012). Income is the final financial result that describes the production and 
economic activities of the entire enterprise – that is, it forms the basis of the economic 
development of the enterprise. According to K.Y. Tsygankov (2015), profit is one of the 
key concepts in the system of accounting and taxation management of an enterprise. In 
accordance with the Tax Code of the Republic of Kazakhstan No. 120-VI “On taxes and 
other obligatory payments to the budget” (2017), corporate income tax can be divided 
into two components: current taxes and deferred taxes.
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Figure 1. The generation of the income of an economic entity 
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deductible only within the established limits. Apart from deducting expenses, legal entities can defer 

operating losses for up to ten years to reduce deferred income (Sadykov and Alkhimova 2019). 
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Figure 1. The generation of the income of an economic entity

Objective 12 of the IFRS (IAS), “Income Taxes”, involves the accounting treatment 
of income taxes (Figure 2) (Kusmanova 2015). The corporate income tax payable by 
most legal entities amounts to 20% of the net taxable income. Some small companies 
may qualify for a special tax regime with lower tax rates. Net taxable income is the 
difference between total income and the expenses incurred to generate income. Re-
muneration, representation expenses, and some other types of expenses are deductible 
only within the established limits. Apart from deducting expenses, legal entities can 
defer operating losses for up to ten years to reduce deferred income (Sadykov and 
Alkhimova 2019).
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Figure 2. IFRS Objective 12, “Income Taxes” 

Source: compiled by the authors based on the materials from Kusmanova (2015) 
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Figure 2. IFRS Objective 12, “Income Taxes”
Source: compiled by the authors based on the materials from Kusmanova (2015)

Income tax is one of the main taxes in the taxation system of any state, which consti-
tutes the main source of income for the budgets of different levels, and a significant tool 
for regulating and stimulating the activities of economic entities (enterprises), directly 
and indirectly influencing the process of redistribution of surplus product by means of 
withdrawal of part of the net income of the enterprise (Mitrofanova 2013). Income tax 
(corporate income tax; hereinafter – CIT) is one of the most significant types of taxes 
paid by an enterprise (Figure 3), the rates of which may vary depending on the type of 
activity, according to the tax legislation of the Republic of Kazakhstan (Table 1).



145Intellectual Economics. 2021 15(1) T. 19, Nr. 4, p. -164

Table 1. Corporate income tax rates

No CIT Rate Basis

1 CIT withheld from taxable income 20% Clause 1 Article 313 
of the Tax Code

2 CIT withheld from the taxable income of legal entities produc-
ing agricultural products, aquaculture (fish farming), products 
from the implementation of activities for the production of 
agricultural products, aquaculture products (fish farming), pro-
cessing, and sale of the specified products of in-house produc-
tion, as well as the products of such processing

10% Clause 2 Article 313 
of the Tax Code

3 CIT withheld from income taxed at source of payment, exclud-
ing income of non-residents from sources in Kazakhstan

15% Clause 3 Article 313 
of the Tax Code

4 CIT withheld from the income of non-residents from sources 
in the Republic of Kazakhstan, defined by Sub-clauses 1) – 9), 
11) – 34) of Clause 1 Article 644 of the Tax Code, not associated 
with the permanent establishment of such non-residents, as well 
as from the income specified in Sub-clause 10) Clause 1 Article 
644 of the Tax Code, with the exception of income specified in 
Sub-clauses 2) – 5) Paragraph 1 Article 646

20% Clause 4 Article 313 
of the Tax Code
Sub-clauses 1) of 
Clause 1 Article 646 
of the Tax Code

5 CIT withheld at the source of payment from non-resident 
income, in terms of income in the form of insurance premiums 
under risk insurance contracts, value gains, dividends, remu-
nerations, royalties

15% Clause 4 Article 313 
of the Tax Code
Sub-clauses 2), 5) of 
Clause 1 Article 646 
of the Tax Code

6 CIT withheld at the source of payment from non-resident 
income, in the form of insurance premiums under risk reinsur-
ance contracts and from the provision of international trans-
portation services

5% Clause 4 Article 313 
of the Tax Code
Sub-clauses 3), 4) of 
Clause 1 Article 646 
of the Tax Code

7 CIT from the net income of a non-resident legal entity op-
erating in the Republic of Kazakhstan through a permanent 
establishment

15% Clause 5 Article 313 
of the Tax Code
Clause 1 Article 652 
of the Tax Code

8 CIT from the income of a person registered in a state with 
preferential taxation included in the list defined by Article 644 
of the Tax Code

20% Clause 4 Article 313 
of the Tax Code
Clause 2 Article 646 
of the Tax Code

9 CIT withheld at the source of payment from income from value 
gains upon the sale of shares issued by legal entities specified in 
Sub-clause 6) Clause 1 Article 293 of the Tax Code, interests in 
legal entities specified in Sub-clause 6) Clause 1 Article 293 of 
the Tax Code, and dividends received from legal entities speci-
fied in Sub-clause 6) Clause 1 Article 293 of the Tax Code

5% Clause 3 Article 646 
of the Tax Code

Source: compiled by the authors based on the materials from Shakhvorostova (2020)
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Tax Code 
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Tax Code 

Source: compiled by the authors based on the materials from Shakhvorostova (2020) 
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Figure 3. The components of corporate income tax
Source: compiled by the authors based on the materials from Kusmanova (2015)

N.N. Tyutyuryukov et al. (2019) highlight the following income taxation systems 
(Figure 4):
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Figure 4. Systems of income taxation  
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Figure 4. Systems of income taxation 
Source: compiled by the authors based on the materials from Tyutyuryukov et al. (2019)

In the generation of income tax, not only is its taxable base is important, but also 
the rate and tax benefits (Kulyagina and Bedulina 2016). When summarising the inter-
national experience of taxation of income, certain conclusions were made in applying 
the reform of income tax: it is necessary to estimate the possibility of a differentiated ap-
proach to setting rates and to consider options for the use of income tax incentives aimed 
at stimulating investment activities (Table 2).
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Table 2. Foreign experience in the taxation of income

Country Developed countries Central and Eastern European countries

USA, France, Ger-
many, etc.

Almost all costs may be 
excluded from gross profit, 
with minor restrictions

Poland, Bulgaria, 
Hungary, etc.

The solution to the problem of combining the fiscal 
and regulatory functions of income tax in differ-
ent countries varies from setting high tax rates and 
maintaining incentives for organisations to adopt-
ing lower rates and reducing the bulk of benefits

Source: compiled by the authors based on the materials from Lykova (2017)

The legislation of European states enshrines various approaches to taxing the profits 
of legal entities, but this diversity can be reduced to several basic schemes. The results of 
monitoring the tax rates and benefits of several developed countries (USA, Great Britain, 
Germany, France, and Russia) are presented in Table 3.

Table 3. Tax rates in developed countries

Indicator Personal income tax rates Income tax rates VAT rates (basic)

USA Differentiation 10–39.6% Differentiation 15–35% -

Great Britain Differentiation 10–50% 20% and 23% 17.5%

Germany Differentiation 0–45% 15% + 5.5% + (7–17.5% trade tax) 19%

France Differentiation 0–41% 33.33% 19.6%

Russia 13% 20% 18%

Source: compiled by the authors based on the materials from Saez and Gruber (2002)

In the “Paying Taxes 2019” report, Kazakhstan ranked 56th (“Taxation in 2019”), 
with an analysis of the CIT reporting process provided. According to the results of said 
research, the total tax rate in Kazakhstan is 29.4%, which represents the share of taxes and 
contributions in the company’s income. This indicator remains at the level of the previ-
ous year. Comparing this indicator of Kazakhstan (29.4%) with other jurisdictions, it is 
below the average for Central Asia and Eastern Europe (32.8%), and significantly below 
the average of the countries of the Organisation for Economic Cooperation and Develop-
ment (OECD; 40.2%), as displayed in Figure 5.



149Intellectual Economics. 2021 15(1) T. 19, Nr. 4, p. -164

Table 2. Foreign experience in the taxation of income 

Country Developed countries Central and Eastern European countries 
USA, France, 
Germany, etc. 

Almost all costs may be excluded 
from gross profit, with minor 
restrictions 

 

Poland, Bulgaria, 
Hungary, etc. 

 The solution to the problem of combining the fiscal and 
regulatory functions of income tax in different countries 
varies from setting high tax rates and maintaining 
incentives for organisations to adopting lower rates and 
reducing the bulk of benefits 

Source: compiled by the authors based on the materials from Lykova (2017) 

The legislation of European states enshrines various approaches to taxing the profits of legal 

entities, but this diversity can be reduced to several basic schemes. The results of monitoring the tax 

rates and benefits of several developed countries (USA, Great Britain, Germany, France, and Russia) 

are presented in Table 3. 

Table 3. Tax rates in developed countries 

Indicator Personal income tax rates Income tax rates VAT rates (basic) 
USA Differentiation 10–39.6% Differentiation 15–35% - 
Great Britain Differentiation 10–50% 20% and 23% 17.5% 
Germany Differentiation 0–45% 15% + 5.5% + (7–17.5% trade tax) 19% 
France Differentiation 0–41% 33.33% 19.6% 
Russia 13% 20% 18% 

Source: compiled by the authors based on the materials from Saez and Gruber (2002) 

In the “Paying Taxes 2019” report, Kazakhstan ranked 56th (“Taxation in 2019”), with an analysis 

of the CIT reporting process provided. According to the results of said research, the total tax rate in 

Kazakhstan is 29.4%, which represents the share of taxes and contributions in the company’s income. 

This indicator remains at the level of the previous year. Comparing this indicator of Kazakhstan 

(29.4%) with other jurisdictions, it is below the average for Central Asia and Eastern Europe (32.8%), 

and significantly below the average of the countries of the Organisation for Economic Cooperation 

and Development (OECD; 40.2%), as displayed in Figure 5. 

 
Figure 5. The average CIT rate in 2019 in Kazakhstan 

Source: compiled by the authors from World Bank Group and PwC (2018) 
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Figure 5. The average CIT rate in 2019 in Kazakhstan
Source: compiled by the authors from World Bank Group and PwC (2018)

In accordance with the Order of the Minister of Finance of the Republic of Kazakh-
stan No. 422, “Expenses for current income tax, as well as expenses (income) for re-
flecting deferred tax assets and liabilities” (2010) are accounted for in the Statement of 
Income in line 101 – “Income tax expenses”. When explaining the correlation between 
income tax expense (income) and accounting profit, an organisation uses the applicable 
tax rate that provides the most significant information for users of financial statements, 
in accordance with the Tax Code of the Republic of Kazakhstan (Table 4).

Table 4. The alignment of income tax in the statement of income and financial statements

Statement of Income Income tax expense Financial statements
Tax expense. Current tax expense. Change in tax rates of the reporting period 

compared to the previous period.
Total current and deferred 
tax related to items that 
are debited or credited to 
equity.

Adjustments recognised in 
the period for current tax 
in prior periods.

The amount and expiry date (if any) of the 
period of validity of deductible differences, 
unused tax losses and tax credits for which 
a deferred tax claim is not recognised on 
the balance sheet.

Tax expense related to prof-
it or loss from discontinued 
operations and the results 
of ordinary operations on 
discontinued operations for 
each reporting year.

Deferred tax expense 
related to the creation or 
reversal of temporary dif-
ferences and changes in tax 
rates or the introduction of 
new taxes.

The aggregate amount of temporary dif-
ferences associated with investments in 
subsidiaries, branches, associates, and joint 
ventures for which deferred tax liabilities 
are not recognised.

Tax expense or income 
related to changes in 
accounting policies and 
errors that are included in 
profit or loss because they 
cannot be accounted for 
retrospectively.

Reduction of expenses, for 
both current and deferred 
tax, by means of a previ-
ously unrecognised tax 
loss, tax credit, or tempo-
rary difference from a prior 
period.

The amount of a deferred tax asset and 
the nature of the evidence in favour of its 
recognition if disposal of such an asset 
depends on future taxable income in excess 
of the income arising from the reversal of 
existing taxable temporary differences, and 
if the organisation has a taxable loss in the 
current or prior period in the relevant tax 
jurisdiction.

Allowance (or recovery) of 
a deferred tax asset.

The nature of the potential tax conse-
quences that could arise from the payment 
of dividends to shareholders.
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Below is an example of the effect of the applicable tax rate on the presentation of the 
numerical reconciliation, considering that the initial cost of the building is 100,000 tenge 
and the asset has been in operation for 5 years (Table 5) (Kusmanova 2015). The results 
of the analysis of the application of the reconciliation of the income tax rate are reflected 
in Figure 6, which shows savings in the form of an increasing trend up to the 10th year. 
A decreasing effect is observed in the last 2 years.

Table 5. An analysis of the application of the reconciliation of the income tax rate 

Tax report-
ing

1st 
year

2nd 
year

3rd 
year

4th 
year

5th 
year

6th 
year

7th 
year

8th 
year

9th 
year

10th 
year

11th 
year

12th 
year

13th 
year

Deductions 8.000 8.000 8.000 8.000 8.000 8.000 8.000 8.000 8.000 8.000 8.000 8.000 4.000
Tax base 92.000 84.000 76.000 68.000 60.000 52.000 44.000 36.000 28.000 20.000 12.000 4.000 -
Depreciation 
expense

100.00 10.000 10.000 10.000 10.000 10.000 10.000 10.000 10.000 10.000

Book value 90.000 80.000 70.000 60.000 50.000 40.000 30.000 20.000 10.000 -
Difference in 
expenses and 
deductions 
(1–3)

2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 8.000 8.000 4.000

Differences 
in present 
value (2–4)

2.000 4.000 6.000 8.000 10.000 12.000 14.000 16.000 18.000 20.000 12.000 4.000 -

Deferred tax 
expense (sav-
ings) (5*7)

400 400 400 400 400 400 400 400 400 400 1.600 1.600 800
Difference in expenses 
and deductions (1–3) 

2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 8.000 8.000 4.000

Differences in present 
value (2–4) 

2.000 4.000 6.000 8.000 10.000 12.000 14.000 16.000 18.000 20.000 12.000 4.000 - 

Deferred tax expense 
(savings) (5*7) 

400 400 400 400 400 400 400 400 400 400 1.600 1.600 800 

 

Figure 6. The dynamics of changes in income tax from the 1st to the 13th year 

Source: compiled by the authors based on the materials from Kusmanova (2015) 

As a result of the understating and subsequent overstating of depreciation deductions in tax 

accounting, the amount of income tax liabilities will be incomplete. For a more accurate presentation 

of income tax expenses in financial statements, an entity must recognise a deferred tax asset in the 

financial statements due to temporary differences. As Table 4 shows, the effect of the amount of the 

depreciation deduction in tax accounting on the final amount of the current income tax expense will 

be offset by the corresponding posting of deferred tax recognition in the financial statements. 

3. Results 

When assessing income tax, it is necessary to understand that construction, as an important 

industry for the economy, has ambiguous trends, as this industry depends on many factors. 

Nevertheless, there are leading companies in Kazakhstan and, according to the latest data, 57 large 

enterprises engaged in the building of residential and commercial buildings are registered in 

Kazakhstan (Figure 7). 
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Figure 6. The dynamics of changes in income tax from the 1st to the 13th year
Source: compiled by the authors based on the materials from Kusmanova (2015)

As a result of the understating and subsequent overstating of depreciation deductions 
in tax accounting, the amount of income tax liabilities will be incomplete. For a more 
accurate presentation of income tax expenses in financial statements, an entity must rec-
ognise a deferred tax asset in the financial statements due to temporary differences. As 
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Table 4 shows, the effect of the amount of the depreciation deduction in tax accounting 
on the final amount of the current income tax expense will be offset by the corresponding 
posting of deferred tax recognition in the financial statements.

3. Results

When assessing income tax, it is necessary to understand that construction, as an 
important industry for the economy, has ambiguous trends, as this industry depends on 
many factors. Nevertheless, there are leading companies in Kazakhstan and, according to 
the latest data, 57 large enterprises engaged in the building of residential and commercial 
buildings are registered in Kazakhstan (Figure 7).

 

Figure 7. The total and average amount of taxes of the largest taxpayers in the construction industry 

Source: compiled by the authors based on the materials from Tukesheva et al. (2019) 

Among these building companies, the following companies of the Republic of Kazakhstan were 

included in the top 10 largest taxpayers for 2018–2019, the income of which provides the following 

insight (Tables 6 and 7). 

Table 6. The income of the largest taxpayers engaged in construction in the Republic of Kazakhstan 

for 2014–2019 

Company Income, billion tenge 
2014 2015 2016 2017 2018 2019 

BI Group government corporation 241.69 249.64 263.49 315.16 376 365 
Bazis Construction LLP 53.42 54.5 55.63 61.22 72.25 27.87 
Alina Group LLP 37 37.45 42.6 43.12 45.41 46.1 
Standart Tsement LLP 18.01 18.44 19.74 20.21 22.88 44.79 
АSPMK-519 LLP 22.97 23.01 23.94 24.30 25.89 25.99 
Montazhspetsstroi JSC 21.89 22.02 23.97 24.56 25.04 26.02 
Trest Sredazenergomontazh JSC 41.94 42.14 42.6 43.12 43.72 36.25 
Almatyinzhstroi JSC 44.01 44.17 44.89 45.12 47.47 40.11 

Table 7. An analysis of the tax payments for corporate income tax of the largest taxpayers of the 

Republic of Kazakhstan (thousand tenge) 

Company 2014 2015 2016 2017 2018 2019
BI Group government 
corporation 

14,629,821 15,906,163 16,456,750 17,920,575 20,591,173 8,500,616 

Bazis Construction LLP 2,049,050.2 2,691,439.3 3,041,295.3 3,528,888.4 4,118,234.6 1,700,123.2 
Alina Group LLP 1,388,328.1 1,573,541.1 1,772,413.1 1,929,307.2 2,134,275.2 2,165,386.3 
Standart Tsement LLP 916,762.1 945,725.2 980,248.2 1,029,811.2 1,132,167.2 2,016,424.3 
АSPMK-519 LLP 969,258 994,688.1 1,049,511.1 1,238,858.1 1,364,021.1 1,387,129.2 
Montazhspetsstroi JSC 1,735,864.4 1,888,228.4 2,030,361.8 2,076,006.8 2,150,038.8 2,265,204.2 
Trest Sredazenergomontazh 
JSC 

1,685,192.1 180,985.1 1,835,823.2 1,881,801.2 2,014,213.3 1,923,145.1 

Almatyinzhstroi JSC 1,740,727.1 1,927,963.3 1,967,808.4 2,013,420.4 2,115,765.4 1,942,164.2 
Source: compiled by the authors based on the materials from Forbes Kazakhstan (2018) 
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Figure 7. The total and average amount of taxes of the largest taxpayers  
in the construction industry

Source: compiled by the authors based on the materials from Tukesheva et al. (2019)

Among these building companies, the following companies of the Republic of Ka-
zakhstan were included in the top 10 largest taxpayers for 2018–2019, the income of 
which provides the following insight (Tables 6 and 7).

Table 6. The income of the largest taxpayers engaged in construction in the Republic of 
Kazakhstan for 2014–2019

Company Income, billion tenge
2014 2015 2016 2017 2018 2019

BI Group government corporation 241.69 249.64 263.49 315.16 376 365
Bazis Construction LLP 53.42 54.5 55.63 61.22 72.25 27.87
Alina Group LLP 37 37.45 42.6 43.12 45.41 46.1
Standart Tsement LLP 18.01 18.44 19.74 20.21 22.88 44.79
АSPMK-519 LLP 22.97 23.01 23.94 24.30 25.89 25.99
Montazhspetsstroi JSC 21.89 22.02 23.97 24.56 25.04 26.02
Trest Sredazenergomontazh JSC 41.94 42.14 42.6 43.12 43.72 36.25
Almatyinzhstroi JSC 44.01 44.17 44.89 45.12 47.47 40.11

https://forbes.kz/ranking/object/920
https://forbes.kz/ranking/object/1016
https://forbes.kz/ranking/object/908
https://forbes.kz/ranking/object/928
https://forbes.kz/ranking/object/909
https://forbes.kz/ranking/object/912
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Table 7. An analysis of the tax payments for corporate income tax of the largest taxpayers of 
the Republic of Kazakhstan (thousand tenge)

Company 2014 2015 2016 2017 2018 2019
BI Group government 
corporation

14,629,821 15,906,163 16,456,750 17,920,575 20,591,173 8,500,616

Bazis Construction LLP 2,049,050.2 2,691,439.3 3,041,295.3 3,528,888.4 4,118,234.6 1,700,123.2
Alina Group LLP 1,388,328.1 1,573,541.1 1,772,413.1 1,929,307.2 2,134,275.2 2,165,386.3
Standart Tsement LLP 916,762.1 945,725.2 980,248.2 1,029,811.2 1,132,167.2 2,016,424.3
АSPMK-519 LLP 969,258 994,688.1 1,049,511.1 1,238,858.1 1,364,021.1 1,387,129.2
Montazhspetsstroi JSC 1,735,864.4 1,888,228.4 2,030,361.8 2,076,006.8 2,150,038.8 2,265,204.2
Trest Sredazenergomontazh 
JSC

1,685,192.1 180,985.1 1,835,823.2 1,881,801.2 2,014,213.3 1,923,145.1

Almatyinzhstroi JSC 1,740,727.1 1,927,963.3 1,967,808.4 2,013,420.4 2,115,765.4 1,942,164.2

Source: compiled by the authors based on the materials from Forbes Kazakhstan (2018)

According to Tables 6 and 7, the BI Group is a large building holding, a leader in the 
real estate market of Kazakhstan which has been operating since 1995, during which time 
it has earned a reputation as a professional and reliable partner. At present, the BI Group 
is a diversified holding, the structure of which is made up of divisions and directorates in 
various areas of building, development, and engineering (Table 8).

Table 8. The main indicators of the BI Group’s building activities for 2014–2019

Year CIT tax 
payments, 

million 
tenge

Income, 
million 
tenge

The volume 
of completed 

construction and 
installation works, 

million tenge

Investments 
in house-

building, mil-
lion tenge

Number 
of build-
ing con-
tractors, 

units

The volume of 
building works per-
formed on “green 

construction”, 
million tenge

2010 11,879.286 209,320 1,367,238 291,476 8,787 297,385
2011 12,016.298 217,650 1,397,589 297,835 7,798 305,937
2012 12,208.476 227,450 1,425,174 305,092 7,052 327,164
2013 12,478.093 236,980 1,606,647 335,655 8,024 375,375
2014 14,629.821 241,690 1,744,914 421,013 7,103 132,313
2015 15,906.163 249,640 1,870,682 428,241 7,896 396,923
2016 16,456.751 263,490 2,055,924 497,861 8,376 427,105
2017 17,920.575 315,160 2,270,729 613,487 8,597 479,264
2018 20,591.173 376,000 2,670,256 687,092 9,634 507,688

Source: compiled by the authors based on the materials from Deloitte. Kazakhstan Highlights (2018)

Of great interest is the analysis of the influence of various factors on tax payments for 
the corporate income tax of the BI Group (Figure 8).

https://forbes.kz/ranking/object/920
https://forbes.kz/ranking/object/1016
https://forbes.kz/ranking/object/908
https://forbes.kz/ranking/object/928
https://forbes.kz/ranking/object/909
https://forbes.kz/ranking/object/909
https://forbes.kz/ranking/object/912
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According to Tables 6 and 7, the BI Group is a large building holding, a leader in the real estate 

market of Kazakhstan which has been operating since 1995, during which time it has earned a 

reputation as a professional and reliable partner. At present, the BI Group is a diversified holding, the 

structure of which is made up of divisions and directorates in various areas of building, development, 

and engineering (Table 8). 

Table 8. The main indicators of the BI Group’s building activities for 2014–2019 

Year CIT tax 
payments, 

million 
tenge 

Income, 
million 
tenge 

The volume of 
completed 

construction and 
installation 

works, million 
tenge 

Investments in 
housebuilding, 
million tenge 

Number of 
building 

contractors, 
units 

The volume of building 
works performed on 
“green construction”, 

million tenge 

2010 11,879.286 209,320 1,367,238 291,476 8,787 297,385 
2011 12,016.298 217,650 1,397,589 297,835 7,798 305,937 
2012 12,208.476 227,450 1,425,174 305,092 7,052 327,164 
2013 12,478.093 236,980 1,606,647 335,655 8,024 375,375 
2014 14,629.821 241,690 1,744,914 421,013 7,103 132,313 
2015 15,906.163 249,640 1,870,682 428,241 7,896 396,923 
2016 16,456.751 263,490 2,055,924 497,861 8,376 427,105 
2017 17,920.575 315,160 2,270,729 613,487 8,597 479,264 
2018 20,591.173 376,000 2,670,256 687,092 9,634 507,688 

Source: compiled by the authors based on the materials from Deloitte. Kazakhstan Highlights (2018) 

Of great interest is the analysis of the influence of various factors on tax payments for the 

corporate income tax of the BI Group (Figure 8). 

 

Figure 8. The dynamics of the building works of the BI Group for 2014–2018, million tenge 
Figure 8. The dynamics of the building works of the BI Group for 2014–2018, million tenge

Such research can be performed with the use of correlation–regression analysis. 
The following notation will be used for analysis of the performance indicators of the BI 
Group company:

y – tax payments for corporate income tax (million tenge).
x1 – income (million tenge);
x2 – volume of completed construction and installation works (million tenge);
x3 – volume of investments in housebuilding (million tenge);
x4 – number of building contractors (units);
x5 – volume of building works performed on «green construction» (million tenge).
To select the factors that should be included in the multiple linear regression equa-

tions, the statistical data of these indicators for 2010–2018 will be used (Table 9).

Table 9. The matrix of matching correlation parameters

  y x1 x2 x3 x4... x5...

y 1

x1 0.9904 1

x2 0.9859 0.8906 1

x3 0.9465 0.6677 0.6616 1

x4 0.6221 0.6549 0.6325 0.68650 1

x5 0.6487 0.6865 0.6532 0.70197 0.7169 1
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Upon estimating multiple linear regression, in order to ensure the statistical reli-
ability of the results, it is required that the number of observations be at least 3 times 
greater than the number estimated by the parameter. Because of this, only three factors 
can be included in the model sought in this study. The results of the correlation analysis 
(Table 9) indicate that the following factors have the greatest influence on tax payments 
for corporate income tax (y): “income” (x1), “volume of completed construction and in-
stallation works” (x2), and “volume of investments in housebuilding” (x3). Therefore, it is 
necessary to include the above three factors in the multiple regression model – x1, x2, and 
x3. As a result of approximating the initial statistical data, the following multiple linear 
regression equation was obtained (Eq. 1):

Such research can be performed with the use of correlation–regression analysis. The following 

notation will be used for analysis of the performance indicators of the BI Group company: 

𝑦𝑦 – tax payments for corporate income tax (million tenge). 

𝑥𝑥� – income (million tenge); 

𝑥𝑥� – volume of completed construction and installation works (million tenge); 

𝑥𝑥� – volume of investments in housebuilding (million tenge); 

𝑥𝑥� – number of building contractors (units); 

𝑥𝑥� – volume of building works performed on "green construction" (million tenge). 

To select the factors that should be included in the multiple linear regression equations, the 

statistical data of these indicators for 2010–2018 will be used (Table 9). 

Table 9. The matrix of matching correlation parameters 

  𝒚𝒚 𝒙𝒙𝟏𝟏 𝒙𝒙𝟐𝟐 𝒙𝒙𝟑𝟑 𝒙𝒙𝟒𝟒 𝒙𝒙𝟓𝟓
𝑦𝑦 1      

𝑥𝑥� 0.9904 1     

𝑥𝑥� 0.9859 0.8906 1    

𝑥𝑥� 0.9465 0.6677 0.6616 1   

𝑥𝑥� 0.6221 0.6549 0.6325 0.68650 1  

𝑥𝑥� 0.6487 0.6865 0.6532 0.70197 0.7169 1 

Upon estimating multiple linear regression, in order to ensure the statistical reliability of the 

results, it is required that the number of observations be at least 3 times greater than the number 

estimated by the parameter. Because of this, only three factors can be included in the model sought 

in this study. The results of the correlation analysis (Table 9) indicate that the following factors have 

the greatest influence on tax payments for corporate income tax (𝑦𝑦): “income” (𝑥𝑥�), “volume of 

completed construction and installation works” (𝑥𝑥�), and “volume of investments in housebuilding” 

(𝑥𝑥�). Therefore, it is necessary to include the above three factors in the multiple regression model – 

𝑥𝑥�, 𝑥𝑥�, and 𝑥𝑥�. As a result of approximating the initial statistical data, the following multiple linear 

regression equation was obtained (Eq. 1): 

𝑦𝑦 𝑦 𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦 𝑦 𝑦𝑦𝑦𝑦𝑦𝑦𝑦� +0.007 𝑥𝑥� +0.0 21𝑥𝑥�, 𝑅𝑅� =0.985,  
  (2.421)   (7.764) (18.956) (15.612)  (1) 

The multiple correlation coefficient equates to 𝑅𝑅 𝑅𝑅𝑅𝑅𝑅𝑅 , which indicates a close correlation of 

the resulting parameter with two factorial traits simultaneously. Furthermore, the data of the 

regression analysis protocol indicates that the observed value of the Fisher criterion is 

𝐹𝐹���𝑦 =  107.100. The critical value of the Fisher criterion at the significance level 𝛼𝛼 𝛼𝛼𝛼𝛼𝛼  and the 

	 (1)
The multiple correlation coefficient equates to R = 0.992, which indicates a close cor-

relation of the resulting parameter with two factorial traits simultaneously. Furthermore, 
the data of the regression analysis protocol indicates that the observed value of the Fisher 
criterion is Fobs. = 107.100. The critical value of the Fisher criterion at the significance 
level α = 0.05 and the number of degrees of freedom k1 = m = 3, k2 = n – m – 1 = 3 
(where n is the number of observations, m is the number of factors) equates to Fcrit.(0.05; 
3; 5) = 5.409. Because Fobs. > Fcrit.(107.100 > 5.409), the resulting regression equation is 
statistically significant and reliable.

The significance of the parameters of the obtained regression equation can be verified 
with the use of the Student’s t-test. In the regression model, the t-statistics for the corre-
sponding coefficients are indicated in parentheses. Comparing the values of the observed 
t-statistics values with the critical value tcrit. = 2.571 (at a significance level α = 0.05 and the 
number of degrees of freedom k = n – m – 1 = 5), it can be concluded that the regression 
coefficients are statistically significant and reliable, and that the intercept is not.

Next is the analysis of the parameters of the obtained multiple regression equation: 
with a 1 million tenge increase in the company’s income, its CIT payments should 
increase by 0.054 million tenge; with a 1 million tenge increase in the volume of com-
pleted construction and installation works, CIT payments should increase by 0.007 
million tenge; with a 1 million tenge increase in investment in housebuilding, CIT 
payments should increase by 0.021 million tenge. One of the indicators that can be 
used to estimate the measure of the response of one variable to a change in another 
is the coefficient of elasticity. In the case under study, this will indicate the ability of 
CIT payments to change depending on changes in income, the volume of completed 
construction and installation works, and the volume of investments in housebuilding. 
Using (Eq. 2):

number of degrees of freedom 𝑘𝑘� = 𝑚𝑚 𝑚 𝑚𝑚𝑚 𝑚𝑚� = 𝑛𝑛 𝑛 𝑛𝑛 𝑛 𝑛 𝑛 𝑛 (where n is the number of 

observations, m is the number of factors) equates to 𝐹𝐹����.�0.05;  3;  5� = 5.409. Because 𝐹𝐹���. >
𝐹𝐹����. (107.100 > 5.409), the resulting regression equation is statistically significant and reliable. 

The significance of the parameters of the obtained regression equation can be verified with the 
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Having analysed these coefficients of elasticity, it is established that:
1.	 with a 1% average increase in the company’s income, CIT payments will increase 

by 0.948% of their average amount, with the average values of the remaining vari-
ables unchanged;

2.	 with a 1% average increase in the volume of completed construction and installa-
tion works, CIT payments will increase by 0.840% of their average amount, with 
the average values of the remaining variables unchanged;

3.	 with a 1% average increase in investment in housebuilding, CIT payments will 
increase by 0.609% of their average amount, with the average values of the re-
maining variables unchanged.

Below is a consideration of the receipt of the estimated profit of the BI Group and the 
risks that may arise during the interaction of the activities of companies in related build-
ing industries (Table 10).

Table 10. The indicators describing the financial activities of enterprises

No. Name Income (USD) Income from sales (million tenge)

Р1 Sheberbuild LLP not lower than 83 12.630

Р2 Concern “Naiza – kurylys” not lower than 72 11.010

Р3 Munaikurylyservis LLP not lower than 62 9.410

For a more complete understanding of the financial activities of companies that can 
affect profitability, a consideration of an alternative solution carrying the least risk is re-
quired. It is necessary to find the most advantageous solution, Рi. Table 9 indicates, by row:

Р1 – estimated profit from the implementation of the overhaul of the technical equip-
ment of a new building at each enterprise;

Р2 – possible income from the implementation of the current renovation of the hous-
ing stock at each enterprise;

Р3 – estimated income from the implementation of the current repair of non-residen-
tial premises at each enterprise;

Р4 – possible income from the completion of the construction and installation works 
of a new building at each enterprise.

In this case, this is a task under conditions of uncertainty, when the probability of 
possible solutions is unknown. Therefore, approaches must be considered in a situation 
of uncertainty, where the following criteria are used: the Laplace principle of insuffi-
cient reason; maximum Wald criterion (the rule of extreme pessimism); minimal Sav-
age criterion (minimum risk rule); and the Hurwitz criterion of generalised maximin 
(pessimism–optimism). That is, this problem corresponds to cases where the necessary 
decision should be made from a number of alternative decisions – i = 1, …, 4 – which 
will correspond to the income qij (j = 1, 2, 3) from the sale of products, Pi. The subsequent 
matrix Q = (qij) is called the matrix of consequences (possible decisions), and is as follows 
(Eq. 4):



156 The Measurement of Quality of Income Tax Assessment in Building Contractors

Table 10. The indicators describing the financial activities of enterprises 

No. Name Income (USD) Income from sales (million tenge) 
Р1 Sheberbuild LLP not lower than 83 12.630 
Р2 Concern “Naiza – kurylys” not lower than 72 11.010 
Р3 Munaikurylyservis LLP not lower than 62 9.410 

For a more complete understanding of the financial activities of companies that can affect 

profitability, a consideration of an alternative solution carrying the least risk is required. It is 

necessary to find the most advantageous solution, Рi. Table 9 indicates, by row: 

Р1 – estimated profit from the implementation of the overhaul of the technical equipment of a new 

building at each enterprise; 

Р2 – possible income from the implementation of the current renovation of the housing stock at 

each enterprise; 

Р3 – estimated income from the implementation of the current repair of non-residential premises 

at each enterprise; 

Р4 – possible income from the completion of the construction and installation works of a new 

building at each enterprise. 

In this case, this is a task under conditions of uncertainty, when the probability of possible 

solutions is unknown. Therefore, approaches must be considered in a situation of uncertainty, where 

the following criteria are used: the Laplace principle of insufficient reason; maximum Wald criterion 

(the rule of extreme pessimism); minimal Savage criterion (minimum risk rule); and the Hurwitz 

criterion of generalised maximin (pessimism–optimism). That is, this problem corresponds to cases 

where the necessary decision should be made from a number of alternative decisions – i = 1, …, 4 – 

which will correspond to the income 𝑞𝑞�� (j = 1, 2, 3) from the sale of products, Pi. The subsequent 

matrix 𝑄𝑄 𝑄  �𝑞𝑞��� is called the matrix of consequences (possible decisions), and is as follows (Eq. 4): 

𝑄𝑄�4,  3� = �
�76�
46
10
41

 
54
22

12.5
�60�

 
32
24

11.6
�65�

�, (4) 

In the braces ({}) of the matrix (4), the maximum values of each column are marked. When 

making decisions under conditions of uncertainty (the probability of the consequences of the 

decisions made is not indicated), the concept of a risk matrix � 𝑄 ����� is also introduced. Let us 
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Having the matrices of consequences (4) and risks (6), 4 criteria can be used to choose a solution 

under conditions of uncertainty. 

1. Laplace’s principle of insufficient reason is used in cases when it can be assumed that any one 

of the solutions is no more probable than another. Then, the probabilities of decisions can be 

considered equal, and the choice of decision can be made as in a risk situation. That is, the advantage 

is given to the option that provides the minimum average expected risk (Eq. 7): 
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where 𝑝𝑝�� is the probability, which is the same for all solutions (in the presence of four solutions). 
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where qij is the gain (results) that corresponds to a pair of connected solutions Рi (I = 1, ..., 4) 
and circumstances (assumptions) Qj (j = 1, 2, 3).

Thus, the payoffs, qij, for each pair of combinations of decisions and assumptions are 
taken as the initial data when choosing solutions according to the Wald criterion. This 
criterion is simple and clear, but conservative in the sense that it orientates the person 
who makes the decision to too limited a line of behaviour. Therefore, the Wald criterion 
is used in cases where it is necessary to ensure success under any possible conditions. 
Then, proceeding from the consequences matrix (4), the row-by-row minimal numbers 
are as follows: a1 = 32; a2 = 22; a3 = 10; a4 = 41. Of these numbers, the largest value cor-
responds to the fourth line, . Hence, Wald’s criterion recommends making the fourth 
decision, Р4.

The minimum Savage criterion is used in cases where it is necessary under any condi-
tions to prevent a large risk. In accordance with this criterion, the advantage is given to 
the solution for which the maximum losses for different options are minimal (Eq. 10):
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35. From these numbers, the minimum value, 𝑏𝑏���, is chosen, which corresponds to the third solution, 
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4. The Hurwitz criterion of generalised maximin (pessimism–optimism) is used when it is 

necessary to fall somewhere between the line of behaviour based on deterioration and the line of 

behaviour based on improvement. In this case, the advantage is given to the solution variant for which 
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where rij are losses that correspond to the ith decision under the jth variant of the circum-
stance.

This criterion is among the cautious. However, unlike Wald’s criterion, which is 
aimed at obtaining a guaranteed payoff, Savage’s criterion minimises possible losses. 
Here, the initial data upon choosing a solution are losses rij, which correspond to each 
pair of combinations of decisions and circumstances – Рi and Qj. The main initial as-
sumption of this criterion is that the application of variants of the circumstance affects 
the actions of smart opponents (competitors), whose interests are directly opposite to the 
interests of the decision-maker. This circumstance compels the person who makes the 
decision to ensure minimum losses from these actions of opponents. Proceeding from 
the risk matrix (6), the maximum values for each row are as follows: b1 = 32; b2 = 22; b3 = 
10; b4 = 35. From these numbers, the minimum value, bmin, is chosen, which corresponds 
to the third solution, Р3.

4. The Hurwitz criterion of generalised maximin (pessimism–optimism) is used 
when it is necessary to fall somewhere between the line of behaviour based on deteriora-
tion and the line of behaviour based on improvement. In this case, the advantage is given 
to the solution variant for which the Gi indicator turns out to be the maximum, which is 
determined according to (Eq. 11):
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variants of the circumstance affects the actions of smart opponents (competitors), whose interests are 

directly opposite to the interests of the decision-maker. This circumstance compels the person who 

makes the decision to ensure minimum losses from these actions of opponents. Proceeding from the 

risk matrix (6), the maximum values for each row are as follows: 𝑏𝑏� = 32; 𝑏𝑏� = 22; 𝑏𝑏� = 10; 𝑏𝑏� =
35. From these numbers, the minimum value, 𝑏𝑏���, is chosen, which corresponds to the third solution, 

Р3. 

4. The Hurwitz criterion of generalised maximin (pessimism–optimism) is used when it is 

necessary to fall somewhere between the line of behaviour based on deterioration and the line of 

behaviour based on improvement. In this case, the advantage is given to the solution variant for which 

the Gi indicator turns out to be the maximum, which is determined according to (Eq. 11): 
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where λ is a coefficient considered as an indicator of optimism (0≤ λ ≤1). At λ=0, the line 
of behaviour is based on improvement; at λ=1, the line of behaviour is based on deterio-
ration – therefore, the Hurwitz criterion coincides with the Wald criterion.

In practice, the value of the coefficient λ is in the range from 0 to 1, and is taken de-
pending on the specific circumstances and the risk propensity of the decision maker (the 
closer to 0, the greater the risk). Below are two cases where the risk is from 30% to 60%:

1.	 take λ = 0.4 (risk – 60%). Then, from matrix Q row-by-row, considering formula 
(4), we have (Eq. 12):

G1 = 0.4 . 32 + 0.6 . 76 = 12.8 + 45.6 = 58.4;
G2 = 0.4 . 22 + 0.6 . 46 = 8.8 + 27.6 = 36.4;
G3 = 0.4 . 10 + 0.6 . 12,5 = 4 + 7.5 = 11.5;	 (12)
G4 = 0.4 . 41 + 0.6 . 65 = 16.4 + 39 = 54.4,

Based on the data obtained, the Hurwitz criterion recommends making the first deci-
sion, Р1, which corresponds to Gmax.

2.	 take λ = 0.5 (risk – 50%). Then, from matrix Q row-by-row, we have (Eq. 13):
G1 = 0.5 . 32 + 0.5 . 76 = 16 + 38 = 54;
G2 = 0.5 . 22 + 0.5 . 46 = 11 + 23 = 34;
G3 = 0.5 . 10 + 0.5 . 12.5 = 5 + 6.25 = 11.25;	 (13)
G4 = 0.5 . 41 + 0.5 . 65 = 20.5 + 32.5 = 53,

Based on the data obtained, the Hurwitz criterion recommends making the first deci-
sion, Р1, which corresponds to Gmax.

3.	 take λ = 0.6 (risk – 40%). Considering formula (6), from, the matrix Q row-by-
row, we have (Eq. 14):

G1 = 0.6 . 32 + 0.4 . 76 = 19.2 + 30.4 = 49.6;
G2 = 0.6 . 22 + 0.4 . 46 = 13.2 + 18.4 = 31.6;
G3 = 0.6 . 10 + 0.4 . 12.5 = 6 + 5 = 11	 (14)
G4 = 0.6 . 41 + 0.4 . 65 = 24.5 + 26 = 50.6,

Based on the data obtained, the Hurwitz criterion recommends making the fourth 
decision, Р4, which corresponds to Gmax.

4.	 take λ = 0.7 (risk – 30%). Then, from matrix Q row-by-row, we have (Eq. 15):
G1 = 0.7 . 32 + 0.3 . 76 = 22.4 + 22.8 = 45.2;
G2 = 0.7 . 22 + 0.3 . 46 = 15.4 + 13.8 = 29.2;
G3 = 0.7 . 10 + 0.3 . 12.5 = 7 + 3.75 = 10.75;	 (15)
G4 = 0.7 . 41 + 0.3 . 65 = 28.7 + 19.5 = 48.2.

Based on the data obtained, the Hurwitz criterion recommends making the fourth 
decision, Р4, which corresponds to Gmax. The results of using the criteria for making a 
decision are summarised in Table 11 (the “+” sign indicates the decision recommended 
by the corresponding criterion).
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Table 11. A summary of the results of using different criteria for decision making

Criterion Solutions

Р1 Р2 Р3 Р4

Laplace +

Wald +

Savage +

Hurwitz + (risk – 60% and 50%) + (risk – 40% and 30%)

Opportunities to improve the validity and quality of management decisions

Table 11 indicates that under conditions of uncertainty, the BI Group has the follow-
ing solutions:

1)	 the company should not choose the current repair of the housing stock at each 
enterprise, because the second solution was not selected by any of the criteria;

2)	 with an attitude of lower risk, the third and fourth options (current repair of non-
residential premises or construction and installation works of a new building at 
each enterprise) should be chosen;

3)	 with an attitude of higher risk (according to the Hurwitz criterion – 50% and 
above), the first option (overhaul of the technical equipment of a new building at 
each enterprise) should be chosen;

4)	 based on three criteria, it is best to choose the construction and installation work 
of a new building at each enterprise, because the corresponding risk is lower (ac-
cording to the Hurwitz criterion – 40% and below).

The analysis of the dependence of investments in the innovative process of the BI 
Group’s building activity shows that investments increase with an increase in the number 
of construction and installation works. Thereby, of the four solutions in conditions of 
uncertainty, the optimal choice is selected – the construction and installation work of a 
new building at each of the three enterprises. This is selected as it poses less risk: firstly, 
and most importantly, this is associated with innovation in the form of new equipment, 
which, although it requires investment, also brings the most income with less risk than 
the other solutions; and secondly, a new building means construction and installation 
works. The efficient application of the methodological tools proposed in this study can 
significantly increase the validity and quality of management decisions taken to develop 
the potential of enterprises in the construction industry. Considering the building in-
dustry in general, the situation looks as follows: at the end of 2019, 605.7 billion tenge 
worth of investments were attracted to housebuilding, which was 15.5% higher than in 
2018 (Figure 9). 
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Overall, 4 tenge worth of private investment was attracted per 1 tenge of public funds. 
The annual volume of investments in housebuilding in Kazakhstan exceeded one trillion 
tenge in 2017, when the Nurly Zher program was launched in the republic. It should be 
remembered that the purpose of Nurly Zher was to increase the affordability of hous-
ing for the population. The tools used for this include: subsidising the interest rate on 
mortgages; subsidising loans to developers; and bringing engineering infrastructure to 
construction sites, including for individual construction. The last point is important, 
as apartment construction is predominantly developing in fairly large cities. For four 
months of 2019, the amount of investment in housebuilding amounted to 321.9 billion 
tenge – an annual growth of 17.1% delivered at once. It is noteworthy that during 2018, 
investments in housing construction reached a record amount of 1.2 trillion tenge – 
18.6% more than the previous year (979.8 billion tenge) (Figure 10).

At the end of July 2019, 6.5 million square meters of housing were commissioned. 
Further, according to the press service of the Ministry of Industry and Infrastructure De-
velopment of the Republic of Kazakhstan, a total of 55,849 housing units have been com-
missioned in the republic, including 24,013 individual houses. The increase in the volume 
of housing commissioned in comparison with the previous year continues in seven re-
gions. The leaders in the commissioning of housing are the Turkestan (130.9%), Kyzylorda 
(128.7%), and Kostanay (118.6%) regions. A decrease in the rate of housing being commis-
sioned is noted in the Mangistau region (87.7%) and in Nur-Sultan (64.1%). The index of 
physical volume in the building industry in the January–July 2019 period compared to the 
same period in the previous year amounted to 111.5%. Positive dynamics were observed in 
eight regions. The leaders in this regard are the Kyzylorda (275.5%), Karaganda (193.6%), 
and Atyrau (129%) regions. A decrease in this indicator was noted in three areas: the Man-
gistau (−30.4%) region and the cities of Nur-Sultan (−12.5%) and Shymkent (−34.4%).
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In 2019, the commission of housing in the amount of 13.1 million square meters is 
planned. In as little as four months of 2019, the total area of new buildings commissioned 
was 3.5 million sq. m. Ultimately, the more investments that are made in housebuilding, 
the more income the building company will receive and, accordingly, the CIT payments 
of the company will be higher. Due to the fact that the possibility of the population to 
purchase housing has significantly increased, there is an increase in mortgage lending 
due to the introduction of state programs. At the end of April 2019, mortgage loans 
increased by 24.8% year-on-year – from 1.1 trillion to 1.4 trillion tenge. The launch of 
the state program “7-20-25” in 2018 gave a new impetus to the mortgage market. Thus, 
within the framework of this program, as of 30 May 2019, 7,900 applications for loans in 
the amount of 91.4 billion tenge had already been approved.

The “7-20-25” program is the first housing program in Kazakhstan designed exclu-
sively for the primary housing market, where the developer is chosen by the program 
participant. This stimulates the development of the housebuilding sector not only on 
the part of the population, but also on the part of developers: the effective demand of 
Kazakhstanis for primary housing is satisfied by increasing the motivation of the house-
building market to commission new residential buildings (Resolution of the Board… 
2018). Stimulating income growth through the taxation system is one of the main tasks 
of the state. The correct and timely calculation and payment of taxes allows for the mini-
mization of many of a company’s risks associated with the accrual of penalties and fines 
from government agencies. Therefore, the choice of income as an object of taxation al-
lows states to record the appearance of excess profits in individual organisations, deter-
mine the reasons for their appearance and, if necessary, use the regulatory mechanism 
of taxation.
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4. Conclusions

The main issue in accounting for income taxes is how to account for current and fu-
ture tax consequences. According to the balance sheet method, the financial statements 
of a company should reflect the tax consequences of the reporting period (current income 
tax) and future tax consequences (deferred taxes). When calculating income tax, it is nec-
essary to understand that construction, as an important industry for the economy, has an 
ambiguous nature, since this industry depends on many factors. Nevertheless, there are 
leading companies in Kazakhstan and, according to the latest data, 57 large enterprises 
engaged in the construction of residential and commercial buildings are registered. 

Based on correlation and regression analysis, the authors analysed the influence of 
various factors on tax payments for the corporate income tax of the BI Group company, 
as well as the ability of corporate income tax payments to change depending on changes 
in the volume of construction and installation works and the volume of investments in 
housebuilding. The more investments are made in housebuilding, the more income the 
building company will receive and, accordingly, the corporate income tax payments of 
the company will increase.

Stimulating income growth through the taxation system is one of the main tasks of 
the state. Therefore, the choice of income as an object of taxation allows states to fix the 
appearance of excess income in individual organisations, to determine the reasons for its 
appearance and, if necessary, to use the regulatory mechanism of taxation. Tax liabilities 
play a significant role in the financial and economic activities of companies, and the cor-
rect and timely calculation and payment of taxes allows for the minimization of many 
of the company’s risks that are associated with the accrual of penalties and fines from 
government agencies.
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posed methodology for predicting the optimal price level for a manufacturing enterprise’s 
sold products are presented.

Keywords: marginal analysis, variable and fixed costs, pricing, marginal profitability, 
sales profitability, modeling, factor analysis.

JEL: G32, M11, L32.

1. Introduction

One of the main stages of analysis and forecasting the profitability of a manufac-
turing company’s operating activities, the prospects for increasing its business activity, 
strengthening its financial position, solvency, and investment attractiveness is the identi-
fication and measurement of the influence of environmental and internal factors (Alam 
et al. 2019). 

For a comprehensive study of the profitability of operating activities, it is necessary to 
use unique factor analysis methods to construct appropriate models and form a sufficient 
amount of information about the dynamics of the values ​​of factors and useful indica-
tors. Any company’s performance, which is measured by profit margin and profitability, 
is achieved by increasing the volume of commercial production and sales of products. 
The level of profit margin ability depends on various factors, including production costs, 
price parameters in the material and labor markets, pricing, and assortment policy of 
the production company itself (Berkowitz et al. 2020). Besides, profit margin ability is 
influenced by such factors as the level of security with working capital, the sufficiency 
and speed of the flow of financial resources, solvency, and the cost of servicing borrowed 
funds (Urbano and Aparicio 2016). It is necessary to consider the already existing influ-
ence of factors and determine the trends of their further dynamics using multifactor 
models of profit margin and operating profitability to justify the forecast of profit margin 
ability in the budgeting process (Cieślik and Michałek 2018).

2. Literature Review

Methodological foundations for evaluating business performance and managerial 
analysis of profitability, basic methods for managing operating profit based on connec-
tion “cost – volume – profit” (CVP) are presented in the works of foreign and domes-
tic experts, such as Apcherch (2002), Drury (2012), Ilina and Ilysheva (2016), Kerimov 
(2017), Nikolayeva and Shishkova (2017), Horngren, Foster and Datar (2008), Sheremet 
(2000), Shim and Siegel (1996), and others.

In a market economy, the primary measure of business performance is performance, 
a generalized concept that captures all aspects of the organization’s life (Wittman et al. 
2017). Efficiency is a broader concept than efficiency. Despite this, some experts iden-
tify these terms, which, in our opinion, is erroneous. Here are some generally accepted 
definitions of the concepts of “effectiveness” and “efficiency,” from which it follows that 
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sometimes there are significant differences between them (Du and O’Connor 2018). So, 
in the dictionary of Dal’s (2016), “effectiveness” comes from the same root word “result” 
(French – resultat), as “the consequence of something, the consequence, the conclusion, 
the result, the outcome, the end of the case.” Ushakov (2000) cites the formation of the 
word “result” from the Latin resultatus (literally – “reflected”), representing the “final 
result, consequence, completing any actions, phenomena, development of something.” 
Interpretation of the concept of “result” is also contained in other sources: the result is 
the final result for which some action is taken. The result is the performance of someone’s 
skill, achievement in any activity. The result is the digital result of some mathematical ac-
tion, the process (Dmitriyev 2003). Firstly, the above formulations characterize the result 
and effectiveness as terms reflecting the absolute and relative outcome of something, 
respectively, without emphasizing its positive nature. Therefore, the effectiveness in eco-
nomic analysis can be represented by positive as well as negative parameters.

The meaning of the term “effectiveness” reflects the positive result of the analyzed 
actions or events. Ushakov’s (2000) explanatory dictionary gives the following defini-
tion: “Effective – giving effect, leading to the desired results, effective.” The explanatory 
dictionary of economic terms defines efficiency as “achieving any specific results with 
the lowest possible costs or obtaining the maximum possible volume of products from a 
given amount of resources” (Black 2000).

The indicators of effect and efficiency differ since the first reflects the absolute result 
(as a rule, the excess of revenues over expenses) (Ključnikov et al. 2017). The second is 
relative (as a rule, the ratio of the effect to costs or payments).

A comparative analysis of various definitions of the term “efficiency” presented in 
the outstanding economic literature allowed us to generalize them and formulate this 
concept concerning an enterprise’s operating activities (Yuan and Xu 2019). Efficiency 
is a comprehensive systematic characteristic of the level of business quality, which is 
evaluated by various entities based on the interpretation of the values ​​of the system of 
aggregated and detailed indicators calculated using the available amount of financial and 
non-financial information (Du and O’Connor 2018). 

When analyzing the results or generating forecast parameters of operational activi-
ties, one should consider effectiveness as a system of qualitative characteristics subjec-
tively assessed by various business turnover participants (managers, company owners, 
investors, lending organizations, fiscal and regulatory institutions) based on the interpre-
tation of a certain amount of financial and non-financial information (Wu et al. 2018). 

According to specific criteria, various entities evaluate it depending on their affili-
ation and the degree of participation when considering the enterprise’s performance 
parameters. So, the companies’ owners are guided by performance indicators’ values, 
formed based on financial and management reporting data (return on shareholders’ eq-
uity, dividend yield per share, etc.). Lending organizations evaluate the effectiveness of 
companies’ funds according to the profitability of credit operations (Cerqua and Pel-
legrini 2018). Investors analyze the profitability of investments by the level of return on 
capital. Tax authorities are interested in increasing companies’ performance and, as a 
result, increasing tax revenues to the budget (Rahman et al. 2019).
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Despite the specificity of a company’s performance indicators evaluated by various 
financial and economic relations, the most aggregated of them are profitability indica-
tors, a percentage of a particular profit indicator to resources, costs, income, capital, etc. 
(Urbano and Aparicio 2016). Professionals distinguish several groups of profitability 
indicators. Russian specialists traditionally combine profitability indicators into three 
groups such as economic profitability (return on assets and their elements), financial 
profitability (return on shareholders’ equity and borrowed funds in various forms), and 
profitability of production and sales (return on sales and costs) (Gerasimenko 2007; Leb-
edev 2012; Malyshenko and Goncharova 2015; Akolzina 2016).

The set of profitability indicators should not be excessive to avoid their partial du-
plication and disperse stakeholders’ attention. The estimated and forecasted profitability 
parameters and the initial cost components that form them (income, expenses, profits, 
assets, capital, and liabilities) should be reliably measured and reflected in financial and 
management reporting. Incorrectly defined parameters distort the manager’s behavior 
and reduce their productivity. A limited number of key parameters are needed that drive 
the organization (Phelps 2004, p. 10).

A special place in assessing and forecasting the profitability of organizations’ operat-
ing activities is occupied by identifying and measuring the impact of various external 
and internal environments. It allows timely adjusting of the management of business 
processes, creating reliable protection against external risks, minimizing their possible 
negative consequences, and preventing internal threats coming from the imperfection of 
the management organization of the company itself (Wang et al. 2018).

The increase in profitability is directly related to the growth of the financial result of 
operating activities, whose share in the total revenue of the company is a determining 
factor reflecting the “quality” of profit: “The concept of quality of profit arose because of 
the need to compare the profits of different enterprises, and also because of the need to 
realize assessments in ‘quality’” (Bernstein 1996, p. 546).

As Drury (2012, p. 36) notes, to achieve a common goal – to maintain a competitive 
position in the market – companies operating in various industries focus on multiple 
factors (Gavurova et al. 2017a). It assigns a unique role to factor analysis in terms of iden-
tifying reserves for growth in the productivity of production activities: factor analysis can 
be aimed at elucidating the action of factors shaping the results of economic activity from 
various sources of spatial or temporary origin (Sheremet 2000, p. 302).

3. Materials and Methods 

The methodology and practice of this study are based on scientific and practical pub-
lications of Russian and foreign experts on the formation of a theoretical base for analysis 
and forecasting of a system of indicators of operational performance using the margin 
approach and methods of managing the cost structure, production volumes, market fac-
tors that determine them, and the rationale criteria parameters (Kozubikova et al. 2019). 
In the process of the study, the following general scientific economic and specific meth-
ods were used:
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•• Analysis and synthesis;
•• Systematization;
•• Modeling, 
•• Statistical generalization to substantiate theoretical principles.

The practical recommendations aim to improve the methodological apparatus for 
analyzing and evaluating the effectiveness of the operating system management of pro-
duction companies. For the practical implementation of the proposed methodological 
approaches, the mathematical apparatus of deterministic factor economic analysis and 
modeling of exposure to external and internal constraints were used, such as production 
volumes and product range, cost elements and their structure, pricing policy, and market 
demand (Lawrenz and Oberndorfer 2018).

4. Results and Discussion

In recent years, in the analytical management practice of commercial organizations, 
there has been a need to develop an operational policy that would allow timely response 
to adverse market trends (Satori et al. 2018). Achieving the optimality of such a policy is 
based on: 

•• In-depth study of the achieved level of business performance (Belás and Sopková 2016);
•• Realistic measurement and assessment of the impact of various factors of the exter-

nal and internal environment, primarily on the profitability of operating activities;
•• Justification of the optimal set of forecast indicators of business activity and their 

values ​​for the formation of operating budgets and control of their implementation 
(Urbano et al. 2019);

•• Development of information components for making management decisions 
aimed at business competitiveness;

•• Substantiation of optimal pricing policy and timely response to market factors of 
demand and competition (Lawrenz and Oberndorfer 2018);

•• Formulating operational risk management policies (Long et al. 2018).
Despite the widespread presentation of methodological developments in the field of 

managing the operating activities of companies in Russian and foreign literature, each of 
them requires adaptation to the specific conditions of the production activity of a par-
ticular company and the stage of its life cycle, the prevailing system of business process 
management, information, and analytical management needs.

The criteria for profitability used to evaluate and forecast a manufacturing company’s 
operating activities are largely determined by the stage of its life cycle and products sold 
(Behun et al. 2018). As a rule, at the initial phase of developing new products, until the 
breakeven point is reached, operating activities’ financial result (profit from sales) re-
mains negative for a long time. In this situation, it is important that the interim financial 
result – profit margin, reaches a positive value, which is a prerequisite, since sales revenue 
should exceed the total variable costs of its production, which usually include elements 
such as material, costs on wages of production workers and social contributions, energy 
costs for production processes, etc. (Walsh and Winsor 2019).
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An important step in the analysis of operating performance is the study of the influ-
ence of various factors on the value of profit margin (PMARG) and the level of marginal 
profitability (ROSMARG). Based on the methodology developed by the specialists of the 
DuPont company (“DuPont”, “E.I. du Pont de Nemours and Company”), so-called “The 
DuPont System of Analysis,” which consists of transforming the rate of return on share-
holders’ equity (ROE) for conducting its multivariate analysis, we propose the conver-
sion of indicators – marginal profit and marginal profitability by converting them into 
multivariate deterministic models.
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ments of each indicator included in the analytical multivariate model. If the task is to 
calculate the influence of factors on profit margin in a retrospective plan for the elapsed 
time, then, as a rule, the actual data of the indicators of the reporting period and the 
base (previous), or the actual data of the indicators of the reporting period and planned 
budget indicators are used. The factor analysis mechanism will be similar if the task is to 
determine the influence of various factors on profit margin in the forecast period; only 
the data on the indicators included in the analytical model should reflect their achieved 
parameters and the data budgeted for the planned period. 

To justify management decisions to identify the degree of influence of various factors 
on operating activities’ profitability, it is necessary to use the information on the produc-
tion and marketing of products, investment activities, organizational changes within the 
enterprise, etc., which are classified as internal management information and are avail-
able only to internal users (Chen and Chang 2019).

To calculate the influence of factors on profit margin in retrospect, we used the ini-
tially planned budget indicators and existing (reporting) period (Table 1). Since the ana-
lyzed company produces two types of products, the original multi-factor model of profit 
margin ability is transformed into a six-factor model as follows:

Company”), so-called “The DuPont System of Analysis,” which consists of transforming the rate of return on 

shareholders’ equity (ROE) for conducting its multivariate analysis, we propose the conversion of indicators 

– marginal profit and marginal profitability by converting them into multivariate deterministic models. 
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where MARGP  – profit margin; 

N – sales revenue; 

VC – total variable cost; 

qi –  the physical quantity of the i-type product sold; 

pi – the unit price of the i-type product sold; 
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1
ivc – unit variable costs per unit of the i-type product sold. 
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products, the original multi-factor model of profit margin ability is transformed into a six-factor model as 
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Table 1. Calculation of the Influence of Factors on Profit Margin. 
Index Shorthand Plan Report ±∆ ±D, %

1. Profit margin, thousand rubles PMARGx3 1017 1298 281 27,63

2. Sales revenue, thousand rubles N 28095 33212 5117 18,21

3. Total variable cost, thousand rubles VC 27078 31914 4836 17,86

4. The physical quantity of A products sold, units qА (х1) 3900 4400 500 12,82

5. The physical quantity of B products sold, units qВ (х2) 990 1080 90 9,09

6. Unit price of A products, thousand rubles. pА(х3) 5,30 5,56 0,26 4,91

7. Unit price of B products, thousand rubles pВ(х4) 7,50 8,10 0,60 8,00

8. Unit variable costs per unit of production А, thou-
sand rubles vc1

A (х5) 5,09 5,40 0,31 2,55

9. Unit variable costs per unit of production B, thou-
sand rubles vc1

A (х6) 7,30 7,55 0,25 3,42

10. The influence of factors on profit margin, thousand 
rubles – total: ΔPMARG - - 281 -

Including due to changes:
10.1. The physical quantity of A products sold ΔPMARGx1 - - 105 -

10.2. The physical quantity of B products sold ΔPMARGx2 - - 18 -

10.3. Unit prices of sold products A ΔPMARGx3 - - 1144 -

10.4. Unit prices of sold products В ΔPMARGx4 - - 648 -

10.5. Unit variable costs per unit of output A ΔPMARGx5 -1364 -

10.6. Unit variable costs per unit of output В ΔPMARGx6 -270 -

Source: Developed by the authors.

Calculations of the influence of each of the six factors on profit margin are made by 
the method of chain substitutions:

1.	 ΔPMARGx1 = [(4400(5,30 – 5,09) + 990(7,50 – 7,30)] – [3900(5,30 – 5,09) + 
	 + 990(7,50 – 7,30)] = 105 thous.rub.
2.	 ΔPMARGx2 = [4400(5,30 – 5,09) + 1080(7,50 – 7,30)] – [4400(5,30 – 5,09) +  

+ 990(7,50 – 7,30)] = 18 thous.rub.
3.	 ΔPMARGx3 = [4400(5,56 – 5,09) + 1080(7,50 – 7,30)] – [4400(5,30 – 5,09) +  

+ 1080(7,50 – 7,30)] = 1144 thous.rub.
4.	 ΔPMARGx4 = [4400(5,56 – 5,09) + 1080(8,10 – 7,30)] – [4400(5,56 – 5,09) +  

+ 1080(7,50 – 7,30)] = 648 thous.rub.
5.	 ΔPMARGx5 = [4400(5,56 – 5,40) + 1080(8,10 – 7,30)] – [4400(5,56 – 5,09) +  

+ 1080(8,10 – 7,30)] = –1364 thous.rub.
6.	 ΔPMARGx6 = [4400(5,56 – 5,40) + 1080(8,10 – 7,55)] – [4400(5,56 – 5,40) +  

+ 1080(8,10 – 7,30)] = –270 thous.rub.
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Check: ΔPMARGx1 + ΔPMARGx2 + ΔPMARGx3 + ΔPMARGx4 + ΔPMARGx5 + ΔPMARGx6  = 105 + 18 + 
1144 + 648+(-1364)+(-270)=281 thous.rub.= ΔPMARG

Such calculations of the influence of factors on profit margin allow us to obtain in-
formation not only about the nature of influence, but also measure the degree of their 
impact on effective indicators, which provides useful information to relevant business 
process management entities to make adequate decisions aimed at minimizing negative 
processes in the future; justification measures to reduce entrepreneurial risks (Mota et al. 
2019) and their financial consequences (Fairlie and Fossen 2018).

As calculations showed, the marginal profit in the reporting period exceeded the 
planned level by 281 thousand rubles, resulting from the influence of both positive and 
negative factors. The most significant positive impact on the dynamics of marginal prof-
it was exerted by the price of product A, an increase of 4.91%, yielding an additional 
amount of profit of 1,144 thousand rubles. The influence of the cost of product B, despite 
its more intensive growth rate (by 8.00%), allowed to increase the financial result only by 
648 thousand rubles, which is due to the smaller share of sales of products B compared to 
products A in the total physical sales.

The advantage of multivariate modeling also lies in the fact that this approach helps 
identify the negative impact of individual factors, which may not be so evident in the 
usual comparison of effective indicators (Gavurova et al. 2017b). The proposed multifac-
tor model for the formation of profit margin made it possible not only to detect, but also 
to calculate the negative impact of two factors on it: the growth of unit variable costs 
for both products A and products B, as a result of which the profit margin was less than 
what was planned by the budget, respectively, at 1364 thousand rubles and 270 thousand 
rubles. Thus, none of the factors that had a positive effect on profit compensated for the 
entirely negative impact of the growth of variable costs for products A. It follows from 
this situation that the company needs to focus in the coming budget period on finding 
ways to prevent the growth of variable costs, especially for products A.

To conduct a factor analysis of the following order (with details of individual ele-
ments of variable costs that are part of variable values) to the level of variable expenses by 
type of product, we suggest using the corresponding factor model. The factor model for 
product A is given as an example:

(-1364)+(-270)=281 thous.rub.= MARGΔР  
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where: 

АVC  – value of variable costs for products A; 
1
Aj

VC
 – unit variable costs per unit of production A for the j-th element (type, article); 

Aq  – physical quantity of products A; 
1
Aj

VC – unit variable costs per unit of production A for the j-th cost element; 

m – number of elements of variable costs that form the total value of variable costs for products A. 

Factor analysis allows you to simulate the studied effective indicator and determine which drivers can 

be effectively managed in the planned budget period to minimize possible financial losses if there is a 

sufficient probability of malicious processes. The calculations can be successfully used to assess the 

,	 (3)
where:

VCA – value of variable costs for products A;
vc1

A j
 – unit variable costs per unit of production A for the j-th element (type, article);

qA – physical quantity of products A;
vc1

A j
 – unit variable costs per unit of production A for the j-th cost element;

m – number of elements of variable costs that form the total value of variable costs 
for products A.

Factor analysis allows you to simulate the studied effective indicator and determine 
which drivers can be effectively managed in the planned budget period to minimize pos-
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sible financial losses if there is a sufficient probability of malicious processes. The calcula-
tions can be successfully used to assess the significance of certain factors’ impact on the 
predicted effective indicator, making a possible assessment of them in the future in sev-
eral ways, based at least on the optimistic, pessimistic, and average level of the available 
initial information (Kusmiati et al. 2019). Suppose the physical quantity of products sold 
is differently measurable in physical terms (for example, the physical amount of products 
is measured in units, tons, liters, etc.). In that case, a similar factor analysis should be 
performed for individual types of products that are individually measurable in terms of 
a physical quantity.

One of the areas of performance analysis is the assessment of the business activity of 
the analyzed object, which is manifested in the dynamism of the organization’s develop-
ment, the achievement of its goals, which reflect various absolute cost and relative ana-
lytical indicators, and above all, the rate of turnover of organization’s assets and resource 
productivity (Caliendo and Kritikos 2019). The assessment of business activity is based 
on the results of a study of the absolute values ​​of the levels and dynamics of profitability 
and resource productivity ratios, defined as the ratio of profit or income indicators to the 
resources used in economic activity (current and non-current assets and their elements, 
financial, labor resources, etc.), as well as with the values ​​of total costs and their articles, 
types, elements.

One of the most critical indicators of an organization’s operating performance is sales 
profitability, the value of which can be determined based on the ratios of various profit 
indicators (marginal, gross, sales profit, profit before tax, net profit, etc.) and income 
indicators (Androniceanu et al. 2019).

Assessing the effectiveness of operating activities, a comparative analysis of profit 
margin ability is not enough. Therefore, we propose to transform one of the most impor-
tant indicators based on the DuPont model – sales profitability, calculated for this case 
based on profit margin (ROSMARG).
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where: 

MARGP  - profit margin; 

N - sales revenue; 

VC- total variable cost; 

CА  - period average balance value of current assets; 

TL  - period average balance value of total liabilities; 

TА  - period average balance value of total assets; 

E - period average balance value of shareholders’ equity; 

TL
E

 ( 1х ) - equity current ratio; 
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available initial information (Kusmiati et al. 2019). Suppose the physical quantity of products sold is 

differently measurable in physical terms (for example, the physical amount of products is measured in units, 

tons, liters, etc.). In that case, a similar factor analysis should be performed for individual types of products 

that are individually measurable in terms of a physical quantity. 

One of the areas of performance analysis is the assessment of the business activity of the analyzed 

object, which is manifested in the dynamism of the organization’s development, the achievement of its goals, 

which reflect various absolute cost and relative analytical indicators, and above all, the rate of turnover of 

organization’s assets and resource productivity (Caliendo and Kritikos 2019). The assessment of business 

activity is based on the results of a study of the absolute values of the levels and dynamics of profitability and 

resource productivity ratios, defined as the ratio of profit or income indicators to the resources used in 

economic activity (current and non-current assets and their elements, financial, labor resources, etc.), as well 

as with the values of total costs and their articles, types, elements. 

One of the most critical indicators of an organization’s operating performance is sales profitability, 

the value of which can be determined based on the ratios of various profit indicators (marginal, gross, sales 

profit, profit before tax, net profit, etc.) and income indicators (Androniceanu et al. 2019). 

Assessing the effectiveness of operating activities, a comparative analysis of profit margin ability is 

not enough. Therefore, we propose to transform one of the most important indicators based on the DuPont 

model - sales profitability, calculated for this case based on profit margin ( MARGROS ). 
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where: 

MARGP  - profit margin; 

N - sales revenue; 

VC- total variable cost; 

CА  - period average balance value of current assets; 

TL  - period average balance value of total liabilities; 

TА  - period average balance value of total assets; 

E - period average balance value of shareholders’ equity; 

TL
E

 ( 1х ) - equity current ratio; 

 – period average balance value of shareholders’ equity;
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significance of certain factors’ impact on the predicted effective indicator, making a possible assessment of 

them in the future in several ways, based at least on the optimistic, pessimistic, and average level of the 

available initial information (Kusmiati et al. 2019). Suppose the physical quantity of products sold is 

differently measurable in physical terms (for example, the physical amount of products is measured in units, 

tons, liters, etc.). In that case, a similar factor analysis should be performed for individual types of products 

that are individually measurable in terms of a physical quantity. 

One of the areas of performance analysis is the assessment of the business activity of the analyzed 

object, which is manifested in the dynamism of the organization’s development, the achievement of its goals, 

which reflect various absolute cost and relative analytical indicators, and above all, the rate of turnover of 

organization’s assets and resource productivity (Caliendo and Kritikos 2019). The assessment of business 

activity is based on the results of a study of the absolute values of the levels and dynamics of profitability and 

resource productivity ratios, defined as the ratio of profit or income indicators to the resources used in 

economic activity (current and non-current assets and their elements, financial, labor resources, etc.), as well 

as with the values of total costs and their articles, types, elements. 

One of the most critical indicators of an organization’s operating performance is sales profitability, 

the value of which can be determined based on the ratios of various profit indicators (marginal, gross, sales 

profit, profit before tax, net profit, etc.) and income indicators (Androniceanu et al. 2019). 

Assessing the effectiveness of operating activities, a comparative analysis of profit margin ability is 

not enough. Therefore, we propose to transform one of the most important indicators based on the DuPont 

model - sales profitability, calculated for this case based on profit margin ( MARGROS ). 
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where: 

MARGP  - profit margin; 

N - sales revenue; 

VC- total variable cost; 

CА  - period average balance value of current assets; 

TL  - period average balance value of total liabilities; 

TА  - period average balance value of total assets; 

E - period average balance value of shareholders’ equity; 

TL
E

 ( 1х ) - equity current ratio; 

(x1) – equity current ratio;

significance of certain factors’ impact on the predicted effective indicator, making a possible assessment of 

them in the future in several ways, based at least on the optimistic, pessimistic, and average level of the 

available initial information (Kusmiati et al. 2019). Suppose the physical quantity of products sold is 

differently measurable in physical terms (for example, the physical amount of products is measured in units, 

tons, liters, etc.). In that case, a similar factor analysis should be performed for individual types of products 

that are individually measurable in terms of a physical quantity. 

One of the areas of performance analysis is the assessment of the business activity of the analyzed 

object, which is manifested in the dynamism of the organization’s development, the achievement of its goals, 

which reflect various absolute cost and relative analytical indicators, and above all, the rate of turnover of 

organization’s assets and resource productivity (Caliendo and Kritikos 2019). The assessment of business 

activity is based on the results of a study of the absolute values of the levels and dynamics of profitability and 

resource productivity ratios, defined as the ratio of profit or income indicators to the resources used in 

economic activity (current and non-current assets and their elements, financial, labor resources, etc.), as well 

as with the values of total costs and their articles, types, elements. 

One of the most critical indicators of an organization’s operating performance is sales profitability, 

the value of which can be determined based on the ratios of various profit indicators (marginal, gross, sales 

profit, profit before tax, net profit, etc.) and income indicators (Androniceanu et al. 2019). 

Assessing the effectiveness of operating activities, a comparative analysis of profit margin ability is 

not enough. Therefore, we propose to transform one of the most important indicators based on the DuPont 

model - sales profitability, calculated for this case based on profit margin ( MARGROS ). 
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where: 

MARGP  - profit margin; 

N - sales revenue; 

VC- total variable cost; 

CА  - period average balance value of current assets; 

TL  - period average balance value of total liabilities; 

TА  - period average balance value of total assets; 

E - period average balance value of shareholders’ equity; 

TL
E

 ( 1х ) - equity current ratio; 

 (x2) – debt ratio (the reciprocal of the liquidity ratio – covering current assets of 
total liabilities);

significance of certain factors’ impact on the predicted effective indicator, making a possible assessment of 

them in the future in several ways, based at least on the optimistic, pessimistic, and average level of the 

available initial information (Kusmiati et al. 2019). Suppose the physical quantity of products sold is 

differently measurable in physical terms (for example, the physical amount of products is measured in units, 

tons, liters, etc.). In that case, a similar factor analysis should be performed for individual types of products 

that are individually measurable in terms of a physical quantity. 

One of the areas of performance analysis is the assessment of the business activity of the analyzed 

object, which is manifested in the dynamism of the organization’s development, the achievement of its goals, 

which reflect various absolute cost and relative analytical indicators, and above all, the rate of turnover of 

organization’s assets and resource productivity (Caliendo and Kritikos 2019). The assessment of business 

activity is based on the results of a study of the absolute values of the levels and dynamics of profitability and 

resource productivity ratios, defined as the ratio of profit or income indicators to the resources used in 

economic activity (current and non-current assets and their elements, financial, labor resources, etc.), as well 

as with the values of total costs and their articles, types, elements. 

One of the most critical indicators of an organization’s operating performance is sales profitability, 

the value of which can be determined based on the ratios of various profit indicators (marginal, gross, sales 

profit, profit before tax, net profit, etc.) and income indicators (Androniceanu et al. 2019). 

Assessing the effectiveness of operating activities, a comparative analysis of profit margin ability is 

not enough. Therefore, we propose to transform one of the most important indicators based on the DuPont 

model - sales profitability, calculated for this case based on profit margin ( MARGROS ). 

  4321

MARG
MARG

хххх11
N

CA
TA
VC

CA
TL

TL
E

N
CA

TA
VC

CA
TL

TL
TLE

N
CA

TA
VC

CA
TL

TL
TA

TATLCAN
TATLCAVC

N
VC

N
VC-N

N
PROS
















































11

11

11

                                            
(4) 

where: 

MARGP  - profit margin; 

N - sales revenue; 

VC- total variable cost; 

CА  - period average balance value of current assets; 

TL  - period average balance value of total liabilities; 

TА  - period average balance value of total assets; 

E - period average balance value of shareholders’ equity; 

TL
E

 ( 1х ) - equity current ratio; 

 
(x3) – total assets maintenance ratio by variable costs (cost of assets);

significance of certain factors’ impact on the predicted effective indicator, making a possible assessment of 

them in the future in several ways, based at least on the optimistic, pessimistic, and average level of the 

available initial information (Kusmiati et al. 2019). Suppose the physical quantity of products sold is 

differently measurable in physical terms (for example, the physical amount of products is measured in units, 

tons, liters, etc.). In that case, a similar factor analysis should be performed for individual types of products 

that are individually measurable in terms of a physical quantity. 

One of the areas of performance analysis is the assessment of the business activity of the analyzed 

object, which is manifested in the dynamism of the organization’s development, the achievement of its goals, 

which reflect various absolute cost and relative analytical indicators, and above all, the rate of turnover of 

organization’s assets and resource productivity (Caliendo and Kritikos 2019). The assessment of business 

activity is based on the results of a study of the absolute values of the levels and dynamics of profitability and 

resource productivity ratios, defined as the ratio of profit or income indicators to the resources used in 

economic activity (current and non-current assets and their elements, financial, labor resources, etc.), as well 

as with the values of total costs and their articles, types, elements. 

One of the most critical indicators of an organization’s operating performance is sales profitability, 

the value of which can be determined based on the ratios of various profit indicators (marginal, gross, sales 

profit, profit before tax, net profit, etc.) and income indicators (Androniceanu et al. 2019). 

Assessing the effectiveness of operating activities, a comparative analysis of profit margin ability is 

not enough. Therefore, we propose to transform one of the most important indicators based on the DuPont 

model - sales profitability, calculated for this case based on profit margin ( MARGROS ). 
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where: 

MARGP  - profit margin; 

N - sales revenue; 

VC- total variable cost; 

CА  - period average balance value of current assets; 

TL  - period average balance value of total liabilities; 

TА  - period average balance value of total assets; 

E - period average balance value of shareholders’ equity; 

TL
E

 ( 1х ) - equity current ratio; 

 
(x4) – current assets load ratio (the reciprocal of the coefficient of their turnover).

The presented model reflects the dependence of profit margin ability on four fac-
tors, each of which has an inverse effect on its dynamics. It should be noted that when 
determining the sequence of inclusion of factors in the analytical model, if there is a 
multiplicative or multiple dependence, some conditions should be observed. So, first of 
all, the model includes the so-called resource (extensive) factors, which, in comparison 
with others, are primary, and then every next factor that is logically related to the previ-
ous one. In the above formula (4), the first place is given to the coefficient for covering 
total liabilities with own capital (ratio of shareholders’ equity to liabilities), reflecting the 
structure of financing sources and is primary. The second place is taken by the factor - 
the debt burden ratio (the ratio of total liabilities to current assets), which is associated 
with the first circumstance that the value of total liabilities is used to calculate it. In third 
place in the factor, the model is the coefficient of servicing total assets with variable costs 
(asset cost), the denominator of the value of total assets, that is also a resource indicator 
associated with the previous factor. Finally, the fourth factor is the load factor of current 
assets (the reciprocal of the ratio of their turnover), which is a kind of “quality” indicator, 
reflecting the inverse of the turnover rate of current assets.

The reason that the last place in the analytical model is assigned to the quality indica-
tor is that when calculating the influence of each factor using common factor analysis 
methods (chain substitutions, absolute and relative differences), a multiplicated effect 
of the combined effect on the effective indicator of all factors included in the model (the 
so-called “indecomposable” residue), the value of which subjectively refers to the effect 
of the last factor.

The mixed-type four-factor model presented above reflects the nature of the relation-
ship between the marginal profitability of sales and the factors included in it, consider-
ing the objective nature of their influence on the effective indicator, namely, inversely 
proportional dependence. With the first factor (the coefficient of covering total liabilities 
with equity), profitability is inversely related: the higher its value, the less the effect of 
financial leverage is used, the less borrowed financial resources are used; therefore, the 
lower the profitability. The second factor (leverage ratio) also has an opposite effect on 
profitability, as it is a characteristic opposite in value to the coefficient of coverage of li-
abilities with current assets (otherwise – potential solvency). The third factor’s impact, 
asset cost on profitability, is also inversely proportional since its growth is undesirable. 
With a faster increase in prices than asset growth, profit is reduced at a quicker pace, 
which will negatively affect sales’ marginal profitability. The fourth factor, the load fac-



175Intellectual Economics. 2021 15(1) T. 19, Nr. 4, p. -185

tor of current assets, is the inverse ratio of their turnover. Therefore, growth will mean a 
slowdown in turnover, which reduces profit and profitability (Table 2).

Table 2. Calculation of the Influence of Factors on Marginal Profitability.

Index Shorthand Plan Report ±D ±D, %

1. Profit margin, thousand rubles PMARG 1017 1298 281 27,63
2. Sales revenue, thousand rubles N 28095 33212 5117 18,21
3. Marginal profitability ROSMARGx3 3,620 3,908 0,288 7,96
4. Total variable cost, thousand rubles VC 27078 31914 4836 17,86
5. Period average balance value of current assets, 

thousand rubles

significance of certain factors’ impact on the predicted effective indicator, making a possible assessment of 

them in the future in several ways, based at least on the optimistic, pessimistic, and average level of the 

available initial information (Kusmiati et al. 2019). Suppose the physical quantity of products sold is 

differently measurable in physical terms (for example, the physical amount of products is measured in units, 

tons, liters, etc.). In that case, a similar factor analysis should be performed for individual types of products 

that are individually measurable in terms of a physical quantity. 

One of the areas of performance analysis is the assessment of the business activity of the analyzed 

object, which is manifested in the dynamism of the organization’s development, the achievement of its goals, 

which reflect various absolute cost and relative analytical indicators, and above all, the rate of turnover of 

organization’s assets and resource productivity (Caliendo and Kritikos 2019). The assessment of business 

activity is based on the results of a study of the absolute values of the levels and dynamics of profitability and 

resource productivity ratios, defined as the ratio of profit or income indicators to the resources used in 

economic activity (current and non-current assets and their elements, financial, labor resources, etc.), as well 

as with the values of total costs and their articles, types, elements. 

One of the most critical indicators of an organization’s operating performance is sales profitability, 

the value of which can be determined based on the ratios of various profit indicators (marginal, gross, sales 

profit, profit before tax, net profit, etc.) and income indicators (Androniceanu et al. 2019). 

Assessing the effectiveness of operating activities, a comparative analysis of profit margin ability is 

not enough. Therefore, we propose to transform one of the most important indicators based on the DuPont 

model - sales profitability, calculated for this case based on profit margin ( MARGROS ). 
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where: 

MARGP  - profit margin; 

N - sales revenue; 

VC- total variable cost; 

CА  - period average balance value of current assets; 

TL  - period average balance value of total liabilities; 

TА  - period average balance value of total assets; 

E - period average balance value of shareholders’ equity; 

TL
E

 ( 1х ) - equity current ratio; 

8289 9984 1695 20,45

6. Period average balance value of total liabilities, 
thousand rubles

significance of certain factors’ impact on the predicted effective indicator, making a possible assessment of 

them in the future in several ways, based at least on the optimistic, pessimistic, and average level of the 

available initial information (Kusmiati et al. 2019). Suppose the physical quantity of products sold is 

differently measurable in physical terms (for example, the physical amount of products is measured in units, 

tons, liters, etc.). In that case, a similar factor analysis should be performed for individual types of products 

that are individually measurable in terms of a physical quantity. 

One of the areas of performance analysis is the assessment of the business activity of the analyzed 

object, which is manifested in the dynamism of the organization’s development, the achievement of its goals, 

which reflect various absolute cost and relative analytical indicators, and above all, the rate of turnover of 

organization’s assets and resource productivity (Caliendo and Kritikos 2019). The assessment of business 

activity is based on the results of a study of the absolute values of the levels and dynamics of profitability and 

resource productivity ratios, defined as the ratio of profit or income indicators to the resources used in 

economic activity (current and non-current assets and their elements, financial, labor resources, etc.), as well 

as with the values of total costs and their articles, types, elements. 

One of the most critical indicators of an organization’s operating performance is sales profitability, 

the value of which can be determined based on the ratios of various profit indicators (marginal, gross, sales 

profit, profit before tax, net profit, etc.) and income indicators (Androniceanu et al. 2019). 

Assessing the effectiveness of operating activities, a comparative analysis of profit margin ability is 

not enough. Therefore, we propose to transform one of the most important indicators based on the DuPont 

model - sales profitability, calculated for this case based on profit margin ( MARGROS ). 
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where: 

MARGP  - profit margin; 

N - sales revenue; 

VC- total variable cost; 

CА  - period average balance value of current assets; 

TL  - period average balance value of total liabilities; 

TА  - period average balance value of total assets; 

E - period average balance value of shareholders’ equity; 

TL
E

 ( 1х ) - equity current ratio; 

9650 10862 1212 12,56

7. Period average balance value of total assets

significance of certain factors’ impact on the predicted effective indicator, making a possible assessment of 

them in the future in several ways, based at least on the optimistic, pessimistic, and average level of the 

available initial information (Kusmiati et al. 2019). Suppose the physical quantity of products sold is 

differently measurable in physical terms (for example, the physical amount of products is measured in units, 

tons, liters, etc.). In that case, a similar factor analysis should be performed for individual types of products 

that are individually measurable in terms of a physical quantity. 

One of the areas of performance analysis is the assessment of the business activity of the analyzed 

object, which is manifested in the dynamism of the organization’s development, the achievement of its goals, 

which reflect various absolute cost and relative analytical indicators, and above all, the rate of turnover of 

organization’s assets and resource productivity (Caliendo and Kritikos 2019). The assessment of business 

activity is based on the results of a study of the absolute values of the levels and dynamics of profitability and 

resource productivity ratios, defined as the ratio of profit or income indicators to the resources used in 

economic activity (current and non-current assets and their elements, financial, labor resources, etc.), as well 

as with the values of total costs and their articles, types, elements. 

One of the most critical indicators of an organization’s operating performance is sales profitability, 

the value of which can be determined based on the ratios of various profit indicators (marginal, gross, sales 

profit, profit before tax, net profit, etc.) and income indicators (Androniceanu et al. 2019). 

Assessing the effectiveness of operating activities, a comparative analysis of profit margin ability is 

not enough. Therefore, we propose to transform one of the most important indicators based on the DuPont 

model - sales profitability, calculated for this case based on profit margin ( MARGROS ). 
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where: 

MARGP  - profit margin; 

N - sales revenue; 

VC- total variable cost; 

CА  - period average balance value of current assets; 

TL  - period average balance value of total liabilities; 

TА  - period average balance value of total assets; 

E - period average balance value of shareholders’ equity; 

TL
E

 ( 1х ) - equity current ratio; 

15632 17336 1704 10,90
8. Period average balance value of shareholders’ 

equity E 5982 6474 492 8,22

9. Equity current ratio

significance of certain factors’ impact on the predicted effective indicator, making a possible assessment of 

them in the future in several ways, based at least on the optimistic, pessimistic, and average level of the 

available initial information (Kusmiati et al. 2019). Suppose the physical quantity of products sold is 

differently measurable in physical terms (for example, the physical amount of products is measured in units, 

tons, liters, etc.). In that case, a similar factor analysis should be performed for individual types of products 

that are individually measurable in terms of a physical quantity. 

One of the areas of performance analysis is the assessment of the business activity of the analyzed 

object, which is manifested in the dynamism of the organization’s development, the achievement of its goals, 

which reflect various absolute cost and relative analytical indicators, and above all, the rate of turnover of 

organization’s assets and resource productivity (Caliendo and Kritikos 2019). The assessment of business 

activity is based on the results of a study of the absolute values of the levels and dynamics of profitability and 

resource productivity ratios, defined as the ratio of profit or income indicators to the resources used in 

economic activity (current and non-current assets and their elements, financial, labor resources, etc.), as well 

as with the values of total costs and their articles, types, elements. 

One of the most critical indicators of an organization’s operating performance is sales profitability, 

the value of which can be determined based on the ratios of various profit indicators (marginal, gross, sales 

profit, profit before tax, net profit, etc.) and income indicators (Androniceanu et al. 2019). 

Assessing the effectiveness of operating activities, a comparative analysis of profit margin ability is 

not enough. Therefore, we propose to transform one of the most important indicators based on the DuPont 

model - sales profitability, calculated for this case based on profit margin ( MARGROS ). 
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where: 

MARGP  - profit margin; 

N - sales revenue; 

VC- total variable cost; 

CА  - period average balance value of current assets; 

TL  - period average balance value of total liabilities; 

TА  - period average balance value of total assets; 

E - period average balance value of shareholders’ equity; 

TL
E

 ( 1х ) - equity current ratio; 

(x1) 0,6199 0,5960 -0,0239 -3,86

10. Debt ratio

significance of certain factors’ impact on the predicted effective indicator, making a possible assessment of 

them in the future in several ways, based at least on the optimistic, pessimistic, and average level of the 

available initial information (Kusmiati et al. 2019). Suppose the physical quantity of products sold is 

differently measurable in physical terms (for example, the physical amount of products is measured in units, 

tons, liters, etc.). In that case, a similar factor analysis should be performed for individual types of products 

that are individually measurable in terms of a physical quantity. 

One of the areas of performance analysis is the assessment of the business activity of the analyzed 

object, which is manifested in the dynamism of the organization’s development, the achievement of its goals, 

which reflect various absolute cost and relative analytical indicators, and above all, the rate of turnover of 

organization’s assets and resource productivity (Caliendo and Kritikos 2019). The assessment of business 

activity is based on the results of a study of the absolute values of the levels and dynamics of profitability and 

resource productivity ratios, defined as the ratio of profit or income indicators to the resources used in 

economic activity (current and non-current assets and their elements, financial, labor resources, etc.), as well 

as with the values of total costs and their articles, types, elements. 

One of the most critical indicators of an organization’s operating performance is sales profitability, 

the value of which can be determined based on the ratios of various profit indicators (marginal, gross, sales 

profit, profit before tax, net profit, etc.) and income indicators (Androniceanu et al. 2019). 

Assessing the effectiveness of operating activities, a comparative analysis of profit margin ability is 

not enough. Therefore, we propose to transform one of the most important indicators based on the DuPont 

model - sales profitability, calculated for this case based on profit margin ( MARGROS ). 
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where: 

MARGP  - profit margin; 

N - sales revenue; 

VC- total variable cost; 

CА  - period average balance value of current assets; 

TL  - period average balance value of total liabilities; 

TА  - period average balance value of total assets; 

E - period average balance value of shareholders’ equity; 

TL
E

 ( 1х ) - equity current ratio; 

 (x2) 1,1642 1,0879 -0,0763 -6,55

11. Total assets maintenance ratio by variable costs

significance of certain factors’ impact on the predicted effective indicator, making a possible assessment of 

them in the future in several ways, based at least on the optimistic, pessimistic, and average level of the 

available initial information (Kusmiati et al. 2019). Suppose the physical quantity of products sold is 

differently measurable in physical terms (for example, the physical amount of products is measured in units, 

tons, liters, etc.). In that case, a similar factor analysis should be performed for individual types of products 

that are individually measurable in terms of a physical quantity. 

One of the areas of performance analysis is the assessment of the business activity of the analyzed 

object, which is manifested in the dynamism of the organization’s development, the achievement of its goals, 

which reflect various absolute cost and relative analytical indicators, and above all, the rate of turnover of 

organization’s assets and resource productivity (Caliendo and Kritikos 2019). The assessment of business 

activity is based on the results of a study of the absolute values of the levels and dynamics of profitability and 

resource productivity ratios, defined as the ratio of profit or income indicators to the resources used in 

economic activity (current and non-current assets and their elements, financial, labor resources, etc.), as well 

as with the values of total costs and their articles, types, elements. 

One of the most critical indicators of an organization’s operating performance is sales profitability, 

the value of which can be determined based on the ratios of various profit indicators (marginal, gross, sales 

profit, profit before tax, net profit, etc.) and income indicators (Androniceanu et al. 2019). 

Assessing the effectiveness of operating activities, a comparative analysis of profit margin ability is 

not enough. Therefore, we propose to transform one of the most important indicators based on the DuPont 

model - sales profitability, calculated for this case based on profit margin ( MARGROS ). 
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where: 

MARGP  - profit margin; 

N - sales revenue; 

VC- total variable cost; 

CА  - period average balance value of current assets; 

TL  - period average balance value of total liabilities; 

TА  - period average balance value of total assets; 

E - period average balance value of shareholders’ equity; 

TL
E

 ( 1х ) - equity current ratio; 

 (x3) 1,7322 1,8409 0,1089 6,28

12. The current assets load ratio

significance of certain factors’ impact on the predicted effective indicator, making a possible assessment of 

them in the future in several ways, based at least on the optimistic, pessimistic, and average level of the 

available initial information (Kusmiati et al. 2019). Suppose the physical quantity of products sold is 

differently measurable in physical terms (for example, the physical amount of products is measured in units, 

tons, liters, etc.). In that case, a similar factor analysis should be performed for individual types of products 

that are individually measurable in terms of a physical quantity. 

One of the areas of performance analysis is the assessment of the business activity of the analyzed 

object, which is manifested in the dynamism of the organization’s development, the achievement of its goals, 

which reflect various absolute cost and relative analytical indicators, and above all, the rate of turnover of 

organization’s assets and resource productivity (Caliendo and Kritikos 2019). The assessment of business 

activity is based on the results of a study of the absolute values of the levels and dynamics of profitability and 

resource productivity ratios, defined as the ratio of profit or income indicators to the resources used in 

economic activity (current and non-current assets and their elements, financial, labor resources, etc.), as well 

as with the values of total costs and their articles, types, elements. 

One of the most critical indicators of an organization’s operating performance is sales profitability, 

the value of which can be determined based on the ratios of various profit indicators (marginal, gross, sales 

profit, profit before tax, net profit, etc.) and income indicators (Androniceanu et al. 2019). 

Assessing the effectiveness of operating activities, a comparative analysis of profit margin ability is 

not enough. Therefore, we propose to transform one of the most important indicators based on the DuPont 

model - sales profitability, calculated for this case based on profit margin ( MARGROS ). 
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where: 

MARGP  - profit margin; 

N - sales revenue; 

VC- total variable cost; 

CА  - period average balance value of current assets; 

TL  - period average balance value of total liabilities; 

TА  - period average balance value of total assets; 

E - period average balance value of shareholders’ equity; 

TL
E

 ( 1х ) - equity current ratio; 

 (x4) 0,2950 0,3006 0,0056 1,90

13. The impact of factors on marginal profitability, 
% – total: ΔROSMARG - - 0,288 -

Including due to changes:
13.1. Equity coverage ratio ΔROSMARGx1 - - 1,433 -

13.2. Debt ratio ΔROSMARGx2 - - 6,223 -
13.3. Total assets maintenance ratio by variable 

costs ΔROSMARGx3 - - -5,568 -

13.4. Current assets load ratio ΔROSMARGx4 - - -1,800 -

Source: Developed by the Authors.

The calculations of the influence of each of the four factors on marginal profitability 
were made by the method of chain substitutions:

1.	 ΔROSMARGx1 = {1 – [(1 + 0,5960) . 1,1642 . 1,7322 . 0,2950]} – {1 –[(1 + 0,6199) . 
1,1642 . 1,7322 . 0,2950]} = 1,433%.

2.	 ΔROSMARGx2 = {1 – [(1 + 0,5960) . 1,0879 . 1,7322 . 0,2950]} – {1 –[(1 + 0,5960) . 
1,1642 . 1,7322 . 0,2950]} = 6,223%.

3.	 ΔROSMARGx3 = {1 – [(1 + 0,5960) . 1,0879 . 1,8409 . 0,2950]} – {1 –[(1 + 0,5960) . 
1,0879 . 1,7322 . 0,2950]} = –5,568%.
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4.	 ΔROSMARGx4 = {1 – [(1 + 0,5960) . 1,0879 . 1,8409 . 0,3006]} – {1 –[(1 + 0,5960) . 
1,0879 . 1,8409 . 0,2950]} = –1,800%.

Check: 
ΔROSMARGx1 + ΔROSMARGx2 + ΔROSMARGx3 + ΔROSMARGx4 + 1,433 + 6,223 + (–5,568) +  

(–1,800) = 2,288% = ΔROSMARG

According to the table, the actual profit margin ability exceeded the planned one by 
0.288%. It reached the level of 3.908%, while the model’s factors influenced this process 
in different ways. The calculations made it possible to identify a significant multidirec-
tional effect of two factors. The debt burden ratio had a positive effect, due to which the 
profit margin ability could have a value of 6.223% higher than the achieved level. How-
ever, the variable asset servicing ratio of variable assets had a negative effect, “blocking” 
the positive effect of the debt ratio and reducing the profit margin ability by 5.568%. 

A mixed but less significant effect on the dynamics of profit margin ability was ex-
erted by the coefficient of coverage of liabilities with own capital, which led to its growth 
by 1.433%, and the load factor of current assets, which reduced profitability 1.800%.

In general, the influence of all four factors on the dynamics of profit margin abil-
ity was positive, but at the same time, identifying and measuring the impact of each of 
them gives a detailed picture to the company’s management for making appropriate ad-
justments to the budget of the next planning period and making management decisions 
aimed at containing negative processes in the future.

Thanks to the methods of factor analysis and the methodology of deterministic mul-
tifactorial modeling, it becomes possible to carry out calculations of the influence of vari-
ous factors not only in retrospect but also to apply this methodological approach to the 
procedures for predicting the impact of initial budget indicators on the performance of 
operational activities in the future.

In modern conditions of saturation of highly competitive markets and the lack of 
sufficient positive dynamics of demand, pricing is a tool with which a manufacturing 
company can maintain, and in some cases, increase the share of its presence in the mar-
ket, thereby contributing to the formation of marginal and operating profit (Lawrenz and 
Oberndorfer 2018). The enterprise pricing policy should comprehensively consider the 
influence of various factors – market, economic, industrial, financial, organizational, and 
not shift only to  ​​market price trends or cost structure management. 

To create efficiency of the system for managing pricing policy parameters, the so-
called “value pricing” method is relevant, which allows a manufacturing company to gen-
erate operating profit at a faster pace by achieving a profitable value-to-cost ratio, subject 
to the best ratio between the value of the products sold and the costs on its production (Du 
and O’Connor 2018). The value approach allows the company to get a real idea of ​​the costs 
and their structure, profit, and factors and provide control over changes in price indica-
tors and sales volumes on financial results in general (Dailey 2004; Gerasimenko 2007). 

The method under consideration provides a ranking of costs associated with the pro-
duction and sale of products by variables and fixed and allows you to analyze, evaluate, 
and predict operating indicators based on the relationship of the volume of production, 
the magnitude and structure of costs, and operating profit.

( ){ }
( ){ }

1 0

1 0 1,800%
õ4MARGÄROS 1 1 0,5960 1,0879 ,8409 ,3006

- 1 1 0,5960 1,0879 ,8409 ,2950

= − + ⋅ ⋅ ⋅ −  

− + ⋅ ⋅ ⋅ = −  
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To generate data on variables and fixed costs, it is necessary to build an appropriate 
management accounting system to obtain objective information not only about their 
total values but specific characteristics per unit of specific types of products, as well as the 
profit margin ability in terms of types of products, areas of production activity, responsi-
bility centers, etc. (Dolan and Simon 2005; Zaykina and Nasretdinova 2016).

In our opinion, for value pricing, the most optimal model of the cost accounting 
method is NIFO (next-in, first-out) – an estimate of the used resources at the price that 
will have to be paid tomorrow to replenish the reserve of resources spent today. 

Pricing based on the cost approach is to establish a lower price limit for a unit of pro-
duction based on the aggregate of all costs and expenses incurred by the enterprise, starting 
from which, it is possible to plan a premium level, the restriction of which is determined by 
the maximum parameter of the market price at which these products can be sold.

To better meet customer expectations and market price changes, pricing should in-
clude a phased formation scheme - from the maximum price list for single purchases to 
the lowest possible price that allows you to respond to competitors’ actions. At the same 
time, profitability standards at all price levels should reflect the relevant indicators of 
business profitability and be available to management in making decisions (Fairlie and 
Fossen 2018). The pricing system should include volume changes necessary to compen-
sate for the price factor’s impact on each price change. 

The lower price limit is variable costs, but the company needs to reimburse all costs, 
including fixed costs, and make a profit. The method that allows you to connect pricing 
with financial targets and manage them in real-time is the margin analysis method, ac-
cording to which the price of the product compensates for the elements of variable costs, 
forming a profit margin, which, in turn, is a source of covering fixed costs and obtaining 
the necessary level of operating profit and profitability. It is possible to solve the problem 
of determining sales volumes’ changes to balance the influence of volume and price us-
ing a marginal approach and break-even analysis. In cases of changes in sales volumes, 
prices, or costs, an advance forecast and adjustment of changes necessary to increase 
revenue, profit, and margin can be performed by factor analysis. 

In cases of changes in sales volumes, prices, and costs, an advance forecast and ad-
justment of changes necessary to increase revenue, profit, marginal, and operating profit-
ability can be performed based on factor analysis. 

In pricing, the pricing method based on accounting for marginal costs is called the 
marginal cost method. This method involves considering the price of products in terms 
of variable (marginal) costs. This method’s application is based on the principle of profit 
margin, due to which fixed costs are reimbursed. The marginal cost method is more com-
plex than the full cost method, as it focuses on a multi-factor approach to pricing. In the 
case of its use, the enterprise should evaluate the potential sales volume in the context of 
assortment price parameters. The marginal cost method is advisable to apply in situations 
where the enterprise has sufficient production capabilities, provided that the achieved 
volume of product sales fully compensates for fixed costs, and also provided that the 
company realizes the task of optimizing the price line by varying their parameters for  
individual types of products, individual orders, contracts, etc. (Wei and Lan 2019).  
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Besides, this method is relevant when the company implements a price component to 
increase its market share, while prices are set at a lower level than competing companies.

When constructing prices based on the full cost, the company is limited in flexible 
changes in prices. Besides, the distribution of fixed costs by type of product may distort 
data on the product’s real level of profitability. Since when constructing prices based on 
only variable costs, the company runs the risk of not fully covering the total costs, to 
build a multifunctional and flexible system of pricing, within its structure, it is necessary 
to distinguish not only variable and fixed operating costs, but also profit margin, which 
should compensate for other fixed costs associated with the functions of product sales 
and the general management system (commercial and administrative expenses). The 
minimum specific indicator of the part of the price necessary to cover commercial and 
administrative expenses can be determined based on the company’s financial statements.

To implement the proposed approach to the justification of price parameters, a 
production company was chosen whose fixed costs for the reporting year amounted to 
32.49% (Table 3) of the total revenue from sales. Therefore this value will be the mini-
mum level of projected profit margin when setting threshold price values.

Table 3. Calculation of the Unit Fixed Costs Indicator.

Index Standard 
period

Reporting 
period ±Δ Growth 

ratio, %
1. Sales revenue, million rubles 81741 79919 -1822 97,8
2. Total production expenses, million rubles 41034 41625 591 101,4
3. Fixed business and management expenses, million rubles 24740 25964 1224 104,9
4. The relative share of business and management 
expenses in sales revenue, % 30,27 32,49 2,22 107,3

Source: Developed by the authors.

For possible price changes, it is necessary to calculate the specific cost elements’ par-
ticular indicators – specific variables, specific constants, and the specific profit margin in 
the product’s price. The higher the level of profit margin for a particular type of product, 
the more maneuver the company has in reducing costs to increase sales (Table 4).

Table 4. Unit Price Elements.

Index Sum, rubles Relative share in the price, %

1. Variables 220 22,68

2. Total fixed manufacturing costs 324 33,40

3. Fixed business and management expenses 315 32,47

4.Profit margin 750 77,32

5. Unit price 970 100,00

Source: Developed by the authors.
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At the next stage, it is necessary to determine the criteria for evaluating decisions in 
the field of pricing, that is, to determine the level of operating margin standard, which 
is one of the main issues of pricing. It is necessary to determine the minimum, current, 
and desired level of operating profitability and calculate the relevant indicators of sales 
profitability, cost-effectiveness, and the amount of sales revenue necessary to achieve the 
desired level of profitability, based on the available resource capabilities of the manufac-
turing enterprise. The calculations are as follows:

Calculations are made according to the following formulas:
1.	 Profit margin: PMmin = (ROAmin×TA) / S × 100

where:
PM – profit margin;
ROA – return on assets (the ratio of profit (revenue minus all expenses and before 

interest on capital and taxes) to the total value of assets);
TA – total assets;
S – sales profit;

2.	 Return on costs: РТС = РМ / (1 – РМ) × 100, 
where:

РТС – profit to cost;
3.	 Revenues to achieve a given level of profitability: 

Revenue = Gross input × (РТС + 1)
Next, the minimum, current and desirable indicators of the ratio of profitability, 

gross profit, and costs are determined (Table 5). 

Table 5. Break-Even Point Calculation According to Reporting Data.

Index Standard 
period

Reporting 
period ±Δ Growth 

ratio, %

1. Sales revenue, million rubles 81741 79919 -1822 97,8

2. Total expenses, million rubles 41034 41625 591 101,4

3. Fixed selling and administrative costs, million rubles 24740 25964 1224 104,9

4. Breakeven point, million rubles 59718 63331 3614 106,1

Source: Developed by the authors.

For the minimum level of profitability, you can take the level of profitability neces-
sary to reach the breakeven point:

ROS = PM = (ROA × TA) / S × 100
ROS min = PMmarg = (Т – FC) / S = (63,331 – 41,625 million rubles) / 63,331 mil-

lion rubles = 0,34%;
ROA = ROS / 100 ×S / TА = 41 /100 × 63,331 million rubles / 117,470 million 

rubles = 18,5%;
РТС = 0,41 / (1 – 0,41) = 52,14%.



180 Margin Analysis in Management and Operational Profitability and Pricing Policy of a Production Organization

The current (reporting, actually achieved) and desirable indicators are calculated 
similarly. 

Current performance:
PM = 47,9%; 
ROA = ROS/100 ×S/TА = 47,9 /100 × 79,919 million rubles / 117,470 million 

rubles = 32,6%
РТС = 0,479 / (1 – 0,479) = 69,2%;

Indicators required to achieve (Table 6):
PM = 50%
ROA = ROS / 100 ×S / TА = 50 /100 × 83,250 million rubles / 117,470 million 

rubles = 35,4%;
РТС = 0,5 / (1 – 0,5) = 100%.

Table 6. Calculation of Indicators of the Ratio of Profit to Costs.

Cost level ROS (PM), % ROA, % PTC, % S, mln.rub.

Minimum 34,3 18,5 52,14 63,331

Current 47,9 32,6 92,00 79,919

Desirable 50,0 35,4 100,00 83,250

Source: Developed by the authors.

Next, you need to add an extra charge corresponding to the level of profitability to 
the expense portion. It is necessary to calculate several price levels - with minimal profit-
ability, current, and target profitability (Table 7).

Table 7. Calculation of Indicators for Several Levels of Price Offers.

Expenses Rubles per 1 unit of production Specific indicator in the price,%

Variable cost 220 -

Fixed cost 324 -

Minimum profit level 115 34,27%

Profit level 1 284 34,27%

Profit level 2 500 47,92%

Profit level 3 707 56,52%

Minimum price 335

Price for profit level1 828 -

Price for profit level2 1 044 -

Price for profit level3 1 251 -

Standard price 1 675 -

Source: Developed by the authors.
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Thus, in the structure of the price, some influences are considered:
•• Cost elements (variable and fixed);
•• Average and specific cost indicators;
•• Profit margin and its particular level;
•• Options of mark-up levels corresponding to the financial indicators of the com-

pany.
Price options calculated with different margins are the deviation levels from the stan-

dard price list and allow the company management to decide on possible discounts based 
on the generated data on the profitability of specific transactions. Moreover, all the nec-
essary financial calculations and possible parameters of price changes can be prepared 
in advance (Yamori et al. 2017). Thus, the management of the company gets the oppor-
tunity to make decisions regarding price dynamics, knowing the financial parameters of 
transactions, and focusing on its relevance to the goals of the manufacturing enterprise.

Conclusions and Further Research

The study presented universal methods for factor analysis of profit margin and prof-
itability and calculated the influence of various factors on them using two multifactor 
models – profit margin and profit margin ability provide ample opportunities to use 
them to manage the operating activities of a manufacturing company (Franklin and 
Marshall 2019). As a result of retrospective calculations, the most significant factors that 
influenced the dynamics of profit margin and profitability were identified. Using similar 
models to predict the possible impact of various factors on the effectiveness of the com-
pany’s operating activities in the coming budget period is justified.

The versatility of multivariate performance modeling is based on a marginal ap-
proach using historical data. It allows the user to assess the impact of various factors in 
the practice, the most important price. The proposed algorithms are also relevant to the 
following tasks:

•• Formation of a pricing policy for the future when developing operating and finan-
cial budgets in conditions of significant volatility of market prices;

•• Determination of measures to optimize sales policy;
•• Justification of proactive measures aimed at minimizing financial losses;
•• Prevention of negative trends to reduce market share and reduce business risks 

(Chen and Waters 2017).
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