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Abstract: The technique of online behavioral advertising (OBA) is a strategy that has been 
widely used in the last decade by businesses and advertisers to deliver targeted advertising messages 
to internet users. It is done by utilizing technology to record the habits of online shoppers, including 
their searches and the content they visit. Users who browse the internet or use social media view 
advertisements relevant to their interests, recent searches, and location. We study Twitter users’ 
attitudes about targeted ads using five different machine learning models in this research, applying 
the CRISP-DM framework. Our primary focus is to develop a benchmark Twitter sentiment dataset 
related to targeted ads and implement highly accurate machine learning algorithms to predict tweet 
text sentiments when discussing targeted ads. The machine learning algorithms used are Logistic 
Regression, Random Forest, Multinomial Naïve Bayes, Multi-Layer Perceptron, and Decision Tree. 
We use accuracy, precision, recall, and the F1 measure to evaluate their performance. Logistic Re-
gression using the content-based method provides the utmost accuracy of 0.88. We propose a model 
that allows real-time consumer attitude research regarding retargeting ads. The results show that 
logistic regression is the most accurate method for predicting customer responses to OBA campaigns 
and that retargeting and OBA often cause negative feelings in consumers.

Keywords: online targeted advertising, behavioral advertising, behavioral targeting, retarget-
ing, machine learning, Twitter sentiment dataset
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Introduction

Today, companies that want to advertise to a large consumer audience that uses the internet 
and social media use online targeted advertising techniques, using advertising platforms such 
as Google Ads and Facebook Ads (Boerman et al., 2017). In the literature, we often come across 
similar terms to define this targeting technique, such as online behavioral advertising (OBA), 
behavioral targeting, data-driven digital advertising, and online profiling (Bennett, 2010). Busi-
nesses can target a specific audience based on their demographic profile, online behavior, includ-
ing their recent searches, and other preferences related to their lifestyle and values (Zuiderveen 
Borgesius, 2015). Targeted ads therefore target a specific audience who are more likely to be 
interested in the services and products of the advertised business (Schumann et al., 2014). 

The use of this technique based on big data analysis proves to be particularly effective for 
advertising companies as their advertising message and advertising budget is not disseminated 
to a wide range of audiences as is the case with traditional advertising methods such as tabloids, 
television, or the print media. Instead, it is limited to a targeted audience, reducing costs per 
conversion (Chen & Stallaert, 2014). 

Our research focuses on automatically analyzing sentiments using machine learning tech-
niques when people are talking about ads they are getting. This research aims to analyze social 
media users’ opinions about targeted ads, assess whether the user’s opinion is optimistic or de-
structive, and develop a benchmark dataset for sentiment analysis for its potential applications 
in marketing. We applied and compared multiple machine learning algorithms to find the most 
optimum technique.

2. Theoretical background

Marketers have been thinking about, arguing over, and implementing personalization tac-
tics to develop effective media strategies (Iyer et al., 2005). According to users’ locations, culture, 
and interests, marketers consume their data to show them ads related to their choice and what 
they are looking for online, helping companies reach more reliable customers (Johnson & Grier, 
2011). 

As internet and social media users grow progressively, many agencies and companies use 
social media to promote their products or services and impact the customer’s purchase intention 
(Alalwan, 2018; Voorveld et al., 2018). Many social media platforms like Instagram, Facebook, 
Twitter, and YouTube primarily make money by implementing online targeted advertising fea-
tures (Mitra & Baid, 2009). 

Social media users, in particular, supply a wealth of information about their interests on 
their profiles, making them a niche market for advertisers looking to target them with advertise-
ments based on the information and searches they provide. Technically, advertising platforms 
can utilize browser history, users’ search history, and their interests as manifested from their be-
havior on social networks using cookies and big data analysis techniques (Boerman et al., 2017). 
The method of OBA is based on monitoring the websites that a user visits on the internet and the 
actions that they generally perform online, such as purchases of products and services, to capture 
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their preferences and interests and then promote relevant ads (Varnali, 2021).
However, users seem to have lost confidence in the way businesses use digital media, es-

pecially when it comes directly to personal data (Kim & Huh, 2017). A typical example and 
operative cause of this controversy by consumers towards companies is the scandal that arose 
from Facebook and Cambridge Analytica (Heawood, 2018). At this point, it is worth mentioning 
that the state expects companies to give more control to their users regarding the stored cookies 
and the processing of personal data, as has been legislated in the GDPR for Europe, the Personal 
Information Protection Law (PIPL) in China, the Data Protection Act (DPA) in the United King-
dom, the Digital Charter Implementation Act (DCIA) in Canada, and the California Consumer 
Privacy Act (CCPA) in the United States (Barrett, 2019). These legal frameworks are interde-
pendent but move toward protecting personal data (Voss, 2021). 

Various studies indicate that there should be a balance between the use of personal data 
and the possible invasion of privacy, as it has been shown that a privacy protection policy can be 
beneficial for both clients and marketers (Kox et al., 2017). Other research shows that businesses 
often should not apply retargeting techniques (Shin & Yu, 2020), and some researchers have 
shown that the trusted platform matters (Kim et al., 2019). In addition, the importance of proper 
targeting is highlighted, as if a targeted ad appears to an irrelevant audience, then they will have 
a negative attitude towards the targeted advertisement and the advertised product (Cyril de Run, 
2007). Similarly, the research of Boerman et al. concludes that OBA’s success depends on factors 
controlled by the advertiser, such as the sensitive or non-sensitive information used to personal-
ize the ad, and consumer-related factors, such as the advertiser’s trust in the advertiser’s perceived 
usefulness, feelings of intrusion, and concerns about the privacy of personal data (Boerman et 
al., 2017).

Researchers have followed various research methodologies to study the influence of OBA 
and consumer responses, including empirical research with questionnaires (Aiolfi et al., 2021; 
Beak & Morimoto, 2012) or experimental research (Jai et al., 2013). The subject matter of the 
OBA is and will continue to be of concern to the research community in the coming years with 
the advent of the IoT, and the introduction of targeted advertising in media other than comput-
ers and mobile phones. Hence, the need to further study the phenomenon with new tools and 
methods is considered significant (Aksu et al., 2018). Kumar and Gupta (2016) suggested using 
big data to analyze OBA effectiveness, and this research is also moving in this direction. As pre-
sented in the following sections, we analyzed 80,000 tweets regarding users’ opinions on targeted 
advertising and studied different machine learning algorithms.

3. Methodology

People use social media platforms to talk about the ads they are interacting with daily – 
whether they are related to their interests or a source of frustration. Typical examples are tweets 
where users sometimes express their satisfaction or dissatisfaction with targeted ads.

We used Twitter to extract data from social media platforms, as Twitter is one of the emi-
nent platforms where users tweet daily about their experiences in every part of life. Another rea-
son to select Twitter is that it is an open-source platform that allows us to scrape a large amount 
of data using the Twitter API (Makice, 2009). 

Our research focuses on automatically analyzing sentiments using machine learning tech-
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niques when people are talking about ads they are getting. Our primary focus is developing a 
benchmark Twitter sentiment dataset related to targeted ads and implementing highly accurate 
machine learning algorithms to predict tweet text sentiments when discussing targeted ads.

Our focus is on automatically generating precise sentiments of tweets related to targeted 
ads. To develop and deploy an optimized machine learning model, there is a need to follow a 
structured approach: cross-industry process for data mining (CRISP-DM) is the most basic and 
widely used framework for machine learning and data science projects (Schröer et al., 2021; 
Wirth & Hipp, 2000). The CRISP-DM framework embraces six significant phases: business un-
derstanding; data understanding; data preparation; modeling; evaluation; and deployment. Al-
though the framework is flexible, the steps involved to complete all these phases must be specific. 
In the following sections, we follow all stages of the CRISP methodology in detail to execute our 
research. The flow diagram in Figure 1 describes all of the steps we performed to carry out the 
task in detail, from data collection to model deployment.

Figure 1. The machine learning model, a detailed flow diagram
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3.1. Data Preparation

3.1.1. Corpus Generation Process

3.1.1.1. Data Scraping Methodology and Annotation Process

We scraped Twitter data using the open-source Twitter API. We used the Tweepy library to 
extract tweets (Wisdom & Gupta, 2016). Some initial conditions were set before scraping: ignore 
re-tweets; all tweets must be in the English language; timeframe of scraped tweets between 2019 
and 2021; tweet must have one of the mentioned tags: #targeted ads, #remarketing, #retargeting, 
#facebook exchange (FBX), #facebook dynamic ads; only extract text tweets and ignore all im-
ages.

The raw data scraped from Twitter had some meta information attached with Twitter text. 
Thus, the scraped data included 24 features, but after rendering to our requirements, we dropped 
all other parts and kept only original tweet text. The total number of raw scraped tweets was 
80,000.

To produce highly accurate models, we need a large amount of data. So, for the annotation 
of positive or negative sentiments related to a specific tweet, we used a python-based textblob li-
brary that assigns emotions to the dataset according to polarity in the text (Kulkarni & Shivanan-
da, 2021). To analyze the accuracy of the labeled tweets, we manually evaluated 5,000 randomly 
chosen tweets. After the annotation, we dropped some positive tweets, as positive sentiment had 
a high weighting in the dataset to keep it balanced. After dropping the positive tweets, the anno-
tated corpus size was 66,000 instances. 

3.1.2. Corpus Characteristics and Potential Applications

Data source: we scraped data from Twitter. All tweets that we chose to extract were related 
to targeted ads and marketing.

Data timeline: all extracted tweets were published between 10 October 2019 and 2 August 
2021.

Data tags: to scrape Twitter data we focused on tags including #targeted ads, #remarketing, 
#retargeting, #facebook exchange (FBX), #facebook dynamic ads.

Applications: the dataset was developed to have potential applications in sentiment anal-
ysis tasks not limited to marketing; it can be used in any domain where the problem involves 
analyzing sentiment from a short text.

3.1.3. Data Wrangling

Some example tweets before data pre-processing:
Had a busy weekend! Just moved to Vancouver... I wonder how my targeted ads will poten-

tially change. haha. #BMC382
Having a strong ðŸ’ª , activeðŸ”, and engagingðŸ˜‹ Instagram presence is an obvious 

restaurant marketing tip. But are you finding new customers with great images of your food in 
targeted ads on Instagram?
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To sanitize the dataset, the following data cleaning steps were performed: remove non-AS-
CII characters; remove HTML links, all #tags, and @tags; remove all punctuation marks; remove 
all numeric values; remove single characters; remove more than one whitespace in the text (in-
cluding double space, \t, \n); lowercase letters; remove leading and trailing whitespaces; remove 
all null values; eliminate stop words; and exclude tweets with a length lower than three characters.

3.1.4. Exploratory Data Analysis

All the statistics mentioned here are from after data pre-processing. Table 1 depicts the 
top 10 most frequent words in the dataset. It demonstrates that the most frequent words were 
“targeted” and “ads” because we intentionally focused on these keywords during data scraping.

Table 1. Top 10 most common words in the dataset excluding stop words
# Common Words Frequency

1 targeted 64,745

2 ads 52,130

3 ad 20,209

4 facebook 8,116

5 get 8,090

6 like 7,254

7 getting 7,141

8 know 4,322

9 people 4,174

10 one 4,001

Table 2. Lexical analysis of the dataset
# Positive Negative Total

1 Words (Tokens) 435,850 493,915 929,765

2 Word Types (Unique Tokens) 30,405 30,431 43,961

3 Average Tweet Length 13.77 15.12 14.46

Table 3 depicts the total instances in the dataset and the ratio of positive sentiments and 
negative sentiments in our dataset.

Table 3. Positive to negative tweets ratio in the pre-processed dataset
# Sentiment Frequency

1 Positive 32,654

2 Negative 31,636
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3 Total 64,290
Some examples of positive tweets:
1. targeted ads facebook wedding dresses engagement rings;
2. targeted ads love candle;
3. interesting ad placement talk targeted product placement;
4. best targeted campaign ad ever;
5. these targeted ads are really pulling through helping me make my xmas list;
6. targeted ads have given me some amazing book recommendations.
Some examples of negative tweets:
1. phone spying enough give wildly specific targeted ads least spy enough;
2. absolutely insane targeted ad;
3. these targeted ads are getting weird;
4. i hate targeted ads so much;
5. these targeted ads are getting creepy how do they know about my life;
6. how do I stop getting targeted ads for universities i am already a part of.
As can be observed from some of the above example tweets, some of the pre-processed 

sentences do not make sense according to standard grammatical English language rules. We re-
moved stop words and punctuation and performed other data cleaning steps. However, the clean 
data is more meaningful to machine learning algorithms. For example, stop words are used to 
build up sentence structure, but these words have no relevance when identifying sentiments in 
the text.

3.1.5. Content-based Method

A TFIDF (Term Frequency–Inverse Document Frequency) vectorizer was used to extract 
the frequency ratio of word unigrams from the dataset. The total number of features we found 
in the corpus was 43961. To keep the most important and relevant features and reduce complex-
ity during model training, we tweaked the values of TFIDF parameters to max_dif = 0.8 and 
min_dif = 7. Max_dif excludes tokens with a frequency greater than the given threshold, whereas 
min_df excludes tokens with a frequency lower than given threshold. After setting the parameter 
values, we reduced the number of features to 9,407. 

3.1.6. Train-Test Split

The dataset was split into two parts to train and evaluate the models’ performance. Using 
80:20 ratios, we randomly split the data into train and test groups. Our prediction models were 
then built with training data and tested against a test set.

3.2. Modelling

After cleaning and pre-processing the data in a machine-understandable format, it was di-
rectly passed to our models. In this step, machine learning models were developed and optimized 
to be trained on the dataset.

3.2.1. Model Development

In consideration of automated sentiment analysis systems, the tweets in the dataset have 
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a long sequence of words or tokens. After applying feature vectors techniques, every token has a 
different frequency distribution, so there is a need to identify models that can learn the sequence 
and recognize the significant relation between tokens. Various machine learning models may 
show different behavior with a dataset. In order to explore which model best fits our dataset, four 
different machine learning algorithms were evaluated. In addition, Artificial Neural Network 
techniques produce encouraging results in datasets with complex features, so neural network 
models with multiple hidden layers were also built using our dataset. The following algorithms 
were used in our research: 

• Logistic Regression;
• Random Forest;
• Multinomial Naïve Bayes;
• Artificial Neural Network;
• Decision Tree.

3.2.1.1. Logistic Regression

Logistic Regression is a parametric model with specific parameters that depend upon input 
features to predict the output. For binary classification problems, logistic regression is preserved 
as binomial logistic regression. The following equation depicts the behavior of the algorithm 
(Hosmer Jr et al., 2013):

3.2.1.2. Random Forest

Random forest can be applied in both regression as well as classification problems. Ran-
dom forest is an example of an ensemble learning method where multiple decision trees are 
designed to make predictions, and results from all trees are pooled together. For classification 
problems, the random forest output is the class chosen by all trees (Svetnik et al., 2003).

3.2.1.3. Multinomial Naïve Bayes

Multinomial Naïve Bayes is a classification algorithm built on Bayes’ Theorem by a hy-
pothesis of individuality amongst predictions. In modest expressions, a Naïve Bayes algorithm 
undertakes that the occurrence of a specific feature in a label is isolated to the presence of any 
other supplementary features (Abbas et al., 2019).
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3.2.1.4. Artificial Neural Network

Artificial neural networks (ANN) can be developed and designed for supervised classifica-
tion and regression tasks. ANNs can have multiple layers (da Silva et al., 2017). The simplest form 
of ANN with no hidden layer is perceptron, whereas an ANN with one or more hidden layers is 
called a multi-layer perceptron (Zou et al., 2008). ANNs learn a predictive function after training 
on a given dataset.

Given an input vector vector X= x1,x2,…xm and a target value y, a multi-layer perceptron 
can learn a nonlinear function to make future predictions. In addition to the linear relation be-
tween features, an MLP can also learn nonlinear relations between input and output variables.

3.2.1.5. Decision Tree

Decision trees are non-parametric methods designed for supervised machine learning 
tasks and work in a tree structure (Safavian & Landgrebe, 1991). The tree structure splits the 
complete dataset into subsets and continues until all possible paths or rules are met, or the tree 
reaches its maximum depth and makes a decision towards the final prediction. 

3.2.2. Model Training

Training data was used to train the models developed in the previous step.

3.3. Evaluation

3.3.1. Evaluation Methodology

The problem of identifying sentiment from an author’s tweet was treated as a supervised 
classification problem. The sentiment analysis task was considered a binary classification issue, 
with the goal of distinguishing between two classes: 1) positive, and 2) negative. We used a train-
test split to experiment towards the better assessment of content-based methods. Five diverse 
machine learning techniques were evaluated for the classification task: Logistic Regression, 
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Random Forest, Naïve Bayes, Multi-Layer Perceptron, and Decision Tree. For the content-based 
method, word gram features extracted using the TFIDF vectorizer were used as inputs for ma-
chine learning algorithms.

3.3.2. Evaluation Metrics

We used the following evaluation metrics for supervised binary classification problems: 1) 
accuracy, 2) precision, 3) recall, 4) F1 (Hossin & Sulaiman, 2015).

3.3.3. Model Evaluation

Test data was used to check the performance of the model built and trained in the previous 
steps. Multiple evaluation metrics were used to compare the model’s performance.

To perform real-time evaluations, we ensured that test data was not taken from training 
data; both of these datasets were disjointed.

During the testing phase, only input features were passed to the model.
We ensured that the structure and number of input features for the test data was the same 

as the training data to avoid any errors or false results.

3.4. Deployment

3.4.1. Application Phase

When all models were trained and evaluated, the best model with the highest accuracy and 
F1 score was trained on the complete dataset and deployed for future predictions. F1 was chosen 
to maintain a balance between precision and recall.

3.4.2. Predictions on Future Data

To evaluate the performance of the best model on real-time data, we took an unseen input 
in text format from a user and predicted positive or negative sentiment. 

4. Results

The findings of all five machine learning models on test data that we examined using the 
content-based strategy are shown in Table 4. The Logistic Regression model outperformed all 
other models. F1 was also used to evaluate both positive and negative sentiment data. The results 
showed that the Logistic Regression classifier has the highest average accuracy (0.88), highest 
average precision (0.87), highest average ROC AUC score (0.90), and highest average F1 score 
(0.88).

Table 4. Comparison of the results of machine learning models

Model Name Accuracy Precision Recall F1

Logistic Regression 0.883419 0.87142 0.897255 0.884149
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Random Forest 0.873153 0.865936 0.880471 0.873143

Naïve Bayes 0.799113 0.837127 0.73851 0.784732

Multi-Layer Perceptron 0.876575 0.873246 0.878588 0.875909

Decision Tree 0.827112 0.833013 0.814588 0.823697

Figure 2 plots a graphical visualization of the performance of all models on the test dataset 
and exposes their comparison. The benchmark model with detailed results is available online at 
https://github.com/ziakis/retargeting_sentiment_analysis (Appendix).

Figure 2. Accuracy comparison of multiple models
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5. Conclusions and Discussion

In this project, we developed a benchmark English language Twitter sentiment analysis 
dataset related to tweets about targeted ads to build and assess sentiment analysis techniques. 
After cleaning and pre-processing, the developed dataset comprised 32,654 (51%) negative and 
31,636 (49%) positive tweets. These results support the assumptions derived from our theoret-
ical foundation, according to which we assumed that retargeting and OBA often cause negative 
feelings to consumers.

Furthermore, we applied and compared five existing machine learning algorithms, includ-
ing Logistic Regression, Random Forest, Multinomial Naïve Bayes, Multi-Layer Perceptron, and 
Decision Tree, using content-based methods to pass input data to machine learning models. 
We used accuracy, precision, recall, and the F1 measure to evaluate their performance. Logistic 
Regression using the content-based method provides the utmost accuracy of 0.88. We propose a 
model that allows real-time consumer attitude research regarding retargeting ads.

The study’s limitations are related to the methodology used and the number of hashtags, 
tweets, and sources of user-generated content analyzed. In future work, we aim to develop our 
own proposed machine learning algorithm and address the limitations by enhancing the dataset 
with a more extended observation period and more social media platforms.

Our findings are relevant for advertisers and digital marketers who are advised to cau-
tiously consider all available information sources, including social media, and utilize sentiment 
analysis as part of their business strategy.
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Appendix

List of files on GitHub:
• https://github.com/ziakis/retargeting_sentiment_analysis/blob/main/Twitter_

sentiment_analysis_targeted_ad.html 
• https://github.com/ziakis/retargeting_sentiment_analysis/blob/main/Twitter_

sentiment_analysis_targeted_ad.ipynb
• https://github.com/ziakis/retargeting_sentiment_analysis/blob/main/twitter_

sentiment_dataset.csv
• https://github.com/ziakis/retargeting_sentiment_analysis/blob/main/twitter_

sentiment_preprocessed_dataset.csv


